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Preface

Welcome to the 17th conference of the IFCS, IFCS 2022, held in Porto, Portugal,
from July 19 to July 23, 2022 and the first IFCS conference held in Portugal. It is a
joint organisation of the Portuguese Association for Classification and Data Analysis,
CLAD, and the Faculty of Economics of the University of Porto, FEP-UP.

IFCS 2022 is preceeded by two half-day tutorials, one on Analysis of Data
Streams by João Gama, and another on Categorical Data Analysis and Visualization
by Rosaria Lombardo and Eric J Beh, features four keynote speakers, five invited
and seventy contributed sessions organised in specific topics. The Benchmarking
Challenge, the Awards Session and the Presidential Address are also noteworthy.
Overall, the call for papers attracted 280 submissions, representing 42 countries
and 578 different authors. The authors come from five continents, being the largest
representation from Europe (68%), followed by North America (12%). Additionally
to the rich scientific program the LOC has organised a number of social appealling
events that will be memorable.

The 17th conference of the IFCS would not have been possible without the support
of many individuals and organisations. We owe special thanks to the authors of all
the submitted papers, the members of the program committee, and the reviewers
for their contributions to the success of the conference. Finally, we acknowledge the
institutional and industrial sponsors that contributed to the organisation of the con-
ference. In particular, we thank all those at FEP-UP who enthusiastically supported
the conference from the very start, contributing to its success.

This book contains the abstracts corresponding to all the presentations at the
conference. It is organised in seven parts, according to the type of session. Within
each session the abstracts are ordered according to the programme. The book includes
also an author index.

It has been a pleasure and an honor to organise and host IFCS 2022 in Porto. It
is our wish that all participants enjoy the scientific program as well as the the social
events and the city of Porto and Portugal.

July 2022 The Local Organising Committee
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Perturb and Conquer:
how Classification Can Benefit from Data
Perturbation

Angela Montanari
Data perturbation has a longstanding tradition in statistics. The bootstrap method
and random forests are evergreen examples in this stream. The focus, in this talk,
will be on the use of data perturbation for classification purposes. In particular, we
will focus on perturbations obtained by random projections [1] and we will address
issues ranging from variable selection [2] to imbalanced classes [3], from data shift
to semi-supervised learning.

The content of the talk is a joint work with Laura Anderlucci, Department of
Statistical Sciences University of Bologna.

Keywords: random projections, data shift, imbalanced classes
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An Introduction to S-concordance and
S-discordance

Edwin Diday

In the 17th century, Galileo Galilei gave a duty to humanity by saying that we have to
measure everything that is measurable and “make measurable” everything which is
not. Here, our aim is to “make measurable” the notions of “concordance” and “dis-
cordance” usually used between behaviours, events, ideas, results, etc. For example,
we can measure the “concordance” between a country and the European countries
for some given variables related to corona. Also, the “concordance” of a solar star
with a collection of solar stars having a planet, the “concordance” of a stock and
a portfolio of stocks in their behaviour during a given period, a new species with
a family of species, etc. The Kendall “concordance” and “discordance” are used
to compare ordinal variables, that is why “s-concordance” and “s-discordance” are
used here (“s” for “symbolic” as symbolic data are used). The “s-concordance” or
“s-discordance” definition between a class 𝑐 and a collection 𝑃 of given classes for
a given value 𝑥 (or vector of values), needs two basic densities. Roughly said, the
first is 𝑓𝑐 (𝑥) which expresses the proportion of the 𝑥 value of a descriptive variable
(which can be multidimensional) inside the class 𝑐 and the second is 𝑔𝑥 (𝑐) which
expresses the proportion of classes of 𝑃 which have a proportion of the 𝑥 value
equal or close to 𝑓𝑐 (𝑥). Then, the “s-concordance” (resp. s-discordance) denoted
𝑆𝑐𝑜𝑛𝑐 (𝑐, 𝑃, 𝑥) (resp. 𝑆𝑑𝑖𝑠𝑐 (𝑐, 𝑃, 𝑥)) satisfies natural axioms. From the given data,
specific families of concordance can be induced by using the copulas obtained from
the joint distribution function of the random variables which densities are 𝑓𝑐 and 𝑔𝑥 .
S-concordance and s-discordance differ from similarities and dissimilarities by their
meaning but also by their axiomatic definition. The s-discordance has as a specific
case the Tf-Idf. S-concordance and s-discordance have numerous impacts in data
science. These impacts are illustrated in the case of the 𝑘-means, dynamical cluster-
ing, hierarchical or pyramidal clustering, mixture decomposition, Latent Dirichlet
Allocation, statistical inference and likelihood. A potential application in genomics
is presented.

Keywords: symbolic data analysis, s-concordance, s-discordance, copulas
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Part III
Tutorials



Analysis of Data Streams

João Gama

The challenge of deriving insights from the Internet of Things (IoT) has been rec-
ognized as one of the most exciting and key opportunities for both academia and
industry. Advanced analysis of big data streams from sensors and devices is bound
to become a key area of data mining research as the number of applications requiring
such processing increases. Dealing with the evolution over time of such data streams,
i.e., with concepts that drift or change completely, is one of the core issues in IoT
stream mining. This tutorial is a gentle introduction to mining IoT big data streams.

Content: IoT Fundamentals and Stream Mining Algorithms; IoT Stream mining
setting; Clustering; Classification and Regression; Concept drift and Frequent Pattern
mining.

J. Gama
FEP-University of Porto, INESC TEC, e-mail: jgama@fep.up.pt
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Categorical Data Analysis and Visualization

Rosaria Lombardo and Eric J. Beh

The impact of the internet, social media and smart devices means that people are
becoming increasingly literate with use of these technologies and it has changed
how we engage with others on a professional and personal level. For the analyst, the
capacity to adapt to such changes has impacted upon the tools designed for analyz-
ing “big data”, i.e. huge amount of numerical and categorical data. One of the most
important tools is that of “visualization”.
With focus on categorical data, this tutorial, after briefly introducing association
indices, models and methods, will outline some cutting-edge visualization tools and
techniques.

Content: A Quick Historical Overview of the Visualization of Categorical Data;
The Contingency Table and the Chi-Squared Statistic; Measures of Symmetric As-
sociation for I x J Contingency Tables; Correspondence Analysis (symmetrical,
non-symmetrical, ordinal) and Multiple and Multi-way Correspondence Analysis.

Rosaria Lombardo
Dipartimento di Economia, Università degli Studi della Campania Luigi Vanvitelli
e-mail: rosaria.lombardo@unicampania.it
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Keynote Lectures



A Showcase of New Methods for High
Dimensional Data Viewing with Linear
Projections and Sections

Dianne Cook

In the last few years there have been several huge strides in new methods available
for exploring high-dimensional data using tours. Tours is the collective term for
visualisations built on linear projections. Tours have two key elements: the path that
generates a sequence, and the display to make of the low-dimensional projection.
There are numerous path algorithms available (and implemented in the tourr [1]
R package), including the old (grand, guided, little, local, manual), and the new
(slice [2], sage [3]). This talk will show off these new tools and how they can be used
for several contemporary problems, including understanding nonlinear dimension
reductions (e.g. t-SNE) using the liminal [4] R package, and explainable artificial
intelligence (XAI) using the cheem [5] R package. Step into the fascinating world of
high-dimensions with me.

This most recent methodology is joint with primarily Ursula Laa, German Valencia,
Stuart Lee and Nicholas Spyrison.

Keywords: statistical graphics, exploratory data analysis, tours, XAI, t-SNE, R
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Statistical Learning with Dynamic Interaction
Data for Public Health

Charles Bouveyron

This work focuses on the problem of statistical learning with dynamic relational data
for two specific public health problems: the analysis of the COVID-19 publication
network and the study of a large-scale pharmacovigilance data set. On the one hand,
the Covid-19 epidemic presented a unique use case for researchers and institutions in
the health field where the ability to monitor and synthesize scientific publications on
a given theme has proven to be strategic. Indeed, with more than 5000 publications
and pre-publications per month on the Covid-19 virus, it has proved essential for
researchers and doctors to have tools capable of synthesizing publications on this
subject by grouping them on the basis of the research themes they mobilize. On the
other hand, pharmacovigilance is a central medical discipline aiming at monitoring
and detecting public health events (adverse drug reactions) caused by medicines and
vaccines. As the current expert detection of safety signals is unfortunately incomplete
due to the workload it represents, we investigate here an automatized method of
safety signal detection from ADR data. To address those problems, we proposed
two generative models for clustering the nodes of a dynamic graph, accounting
for the content of textual edges as well as their frequency, in the first case, and
the co-clustering of dynamic count data, for pharmacovigilance. In both cases, the
continuous time is handled by partitioning the considered time period, allowing the
detection of temporal breaks in the signals.

Keywords: clustering, interaction data, dynamic data, generative model, EM algo-
rithm

Acknowledgements This work has been supported by the French government, through the 3IA
Côte dAzur Investment in the Future project managed by the National Research Agency (ANR)
with the reference number ANR-19-P3IA-0002.
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Fast Minipatch Ensemble Strategies for
Learning and Inference

Genevera I. Allen

Enormous quantities of data are collected in many industries and disciplines; this
data holds the key to solving critical societal and scientific problems. Yet, fitting
models to make discoveries from this huge data often poses both computational
and statistical challenges. In this talk, we propose a new ensemble learning strategy
primed for fast, distributed, and memory-efficient computation that also has many
statistical advantages. Inspired by random forests, stability selection, and stochas-
tic optimization, we propose to build ensembles based on tiny subsamples of both
observations and features that we term minipatches. While minipatch learning can
easily be applied to prediction tasks similarly to random forests, this talk focuses
on using minipatch ensemble approaches in unconventional ways: We will highlight
new minipatch learning methods for unsupervised learning, specifically clustering
and structural graph learning, and distribution-free and model-agnostic inference for
both predictions and important features. Through huge real data examples from neu-
roscience, genomics and biomedicine, we illustrate the computational and statistical
advantages of our minipatch ensemble learning strategies.

Keywords: ensemble learning, consensus clustering, graphical model selection,
conformal inference, feature importance inference
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Trends in Data Stream Mining

João Gama

Learning from data streams is a hot topic in machine learning and data mining.
We describe our recent work on emerging issues related to learning from data
streams. We discuss two quite different problems. The first use case is an application
of data stream techniques to fraud detection. We propose an algorithm for the
interconnected by-pass fraud problem. This real-world problem requires processing
high-speed telecommunications data and providing fraud alarms in real-time. The
proposed solution clearly illustrates the need for online data stream processing.

Hyper-parameter tunning is a popular topic in offline learning. Nevertheless, few
algorithms have been presented for the online setting. We present one of the first
algorithms for online hyper-parameter tuning for streaming data. We discuss the Self
hyper-Parameter Tunning (SPT) algorithm, an optimization algorithm for online
hyper-parameter tuning from non-stationary data streams. SPT works as a wrapper
over any streaming algorithm and can be used for classification, regression, and
recommendation.

Keywords: fraud detection, hyper-parameter tuning, learning from data streams
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A Criterion for Selecting the Number of Time
Series Clusters

Daniel Peña and Ruey S. Tsay

A new method is proposed to select the number of clusters in hierarchical clustering
of a set of independent time series, including a test statistic for detecting existence
of multiple cluster. The method focuses on the steps (height increments) of a den-
drogram and uses simulation to generate a reference distribution of the step. The
proposed test statistic employs an upper sample quantile of the dendrogram steps
of the data and the reference distribution. The largest step of the dendrogram is
then used to select the number of clusters. We provide theoretical justification for
the proposed method and show that it works well in simulation and applications.
The performance of the criterion is illustrated with different measures of similarity
between the univariate time series features.

Keywords: dendrogram heights; hierarchical clustering; linear time series models
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Clusters Based on Prediction Accuracy of Global
Forecasting Models

Pablo Montero-Manso, Ángel López-Oriona, and José A. Vilar

In the context of model-based time series clustering, the quality of a given clustering
relies on the predictive accuracy of the models that generated the cluster. Tradition-
ally, a model is fitted to each time series and then a dissimilarity matrix is generated
from distances between models. This approach has a few limitations. Time series
are notoriously difficult to fit, exhibiting problems such temporal dependency, low
sample size and nonstationarity. Moreover, when clustering a large number time
series, we often have to rely on automatic fitting procedures without human super-
vision. These problems lead to models with poor predictive accuracy. However, a
new paradigm has emerged in time series prediction, the so-called cross-learning or
global model approach. A group of time series is pooled together and fitted with a
single model, called a ‘global’ model, and a single predictive function is then used
for all of the time series in the group. Global models are showing superior accu-
racy compared with traditional single-series (or ‘local’) models in a vast number of
applications. Global models can be used for clustering, by finding a grouping that
maximizes the predictive accuracy of the global models fitted to each group. This
approach has an important side-effect, it introduces the conceptof predictive accu-
racy as a measure of a cluster quality: given a model class and a dataset,the quality
of a given clustering is the average predictive error of the global. This measure also
serves to select the often unknown parameter of the number of clusters.

In this talk, we will introduce the idea of using global models for clustering time
series, showcasing several algorithms and results on simulation and real datasets.
The time series models include the classical linear autoregressive family, but also
neural networks and decision trees. Finally, we will draw connections between global
models and classic algorithms such as k-means and discuss implicit limitations of
the approach.

Keywords: clustering, time series, global models, data pooling, autoregression
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Clustering and Classifying Time Series in the
Sktime Toolkit: a Practical Review of Latest
Advances in the Field

Anthony Bagnall

sktime (https://github.com/alan-turing-institute/sktim)is an open
source, scikit learn compatible, toolkit for machine learning with time series. It was
conceived in 2019 via a collaboration with the Alan Turing Institute and has ma-
tured through the growth of a vibrant open source community. It contains modules
for a range of learning tasks such as forecasting, annotation and transformation.
Researchers at UEA have played a key role in researching and implementing algo-
rithms for time series classification (TSC) and clustering (TSCL) within the sktime
framework. I will present a practical overview of the TSC and TSCL functionality
available within sktime, with specific emphasis on our new classification algorithm,
HIVE-COTEv2.0 [1] (HC2). HC2 is a meta ensemble of four classifiers, built on
four different data representations. It is state of the art for both univariate [2] and
multivariate TSC [3]. I will also demonstrate how to develop a simple pipeline clas-
sifier and compare performance to our published results. The clustering module is a
more recent addition to sktime. I will present some recent experimental clustering
benchmark results and show how sktime can be used with other toolkits such as
tslearn to perform TSCL.

Keywords: time series classification, time series clustering, sktime
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Effect of Type 2 Diabetes and its Genetic
Susceptibility on Severity and Mortality of
COVID-19 in UK Biobank

Aeyeon Lee, Youngkwang Cho, Jun Li, Taesung Park, Wonil Chung, and Liming
Liang

Although Type 2 diabetes (T2D) have been known as one of the important risk
factors for the severity and mortality of COVID-19, the effect of T2D and its genetic
susceptibility on COVID-19 are largely unknown. We analyzed the population-based
cohort data of 459, 188 individuals from UK Biobank with COVID-19 test results,
individuals’ hospitalization data and death-related records during the period from
March 11, 2020 to December 20, 2021. First, we investigated the association of
T2D, and its genetic susceptibility with COVID-19 infection using multivariable
logistic regression model. To capture overall genetic susceptibility for T2D, we com-
puted polygenic risk scores (PRS) based on summary statistics from UK Biobank.
In the multivariable logistic models, we found that the odds ratio (OR) of T2D was
1.555 (𝑃 = 3.49×10−86) and OR of PRS for T2D with one-unit (= standard deviation)
increase in PRS was 1.064 (𝑃 = 3.11 × 10−12), indicating the roles of T2D-related
genetics in the pathogenesis of COVID-19 infection. Next, we performed multivari-
able Cox proportional hazard models to investigate the effect of T2D patients infected
with COVID-19 on the survival times. The estimated survival curves and pairwise
log-rank tests showed that the estimated hazard for COVID-19 infected T2D patients
were 4.67 times (𝑃 = 9.88×10−324) and 2.58 times (𝑃 = 6.20×10−231) higher than
individuals without COVID-19 infection and T2D, respectively and the hazard ratio
(HR) of PRS for T2D with one-unit increase in PRS was 1.088 (𝑃 = 4.76 × 10−14).
Furthermore, we found the mortality of COVID-19 infected T2D patients was dra-
matically increased compared to T2D patients not infected with COVID-19 and the
mortality of individuals with high genetic susceptibility for T2D was increased as
well.
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Prognosis of COVID-19 Patients by the
Underlying Diseases and Drug Treatment in
Korea

Ho Kim and Taerim Lee

Abstract: Certain underlying diseases such as diabetic mellitus and hypertension
are a risk factor for the severity and mortality of coronavirus disease (COVID-19)
patients. Furthermore, both angiotensin converting enzyme inhibitors (ACEi) and
angiotensin II receptor blockers (ARBs) are controversial at role in the process of
COVID-19 cases. The aim of the study was to investigate whether underlying dis-
eases and taking ACEi/ARBs, affect the duration of hospitalization and mortality
in patients with confirmed COVID-19. Among the comorbidities, a history of hy-
pertension (hazard ratio [HR], 1.51; 95% confidence interval [CI], 1.056–2.158)
and diabetes (HR, 1.867; 95% CI, 1.408–2.475) were associated significantly with
mortality. Furthermore, heart failure (HR, 1.391; 95% CI, 1.027–1.884), chronic
obstructive pulmonary disease (HR, 1.615; 95% CI, 1.185–2.202), chronic kidney
disease (HR, 1.451; 95% CI, 1.018–2.069), mental disorder (HR, 1.61; 95% CI,
1.106–2.343), end stage renal disease (HR, 5.353; 95% CI, 2.185–13.12) were also
associated significantly with mortality. The underlying disease has increased the risk
of mortality in patients with COVID-19. Diabetes, hypertension, cancer, chronic kid-
ney disease, heart failure, and mental disorders increased mortality. Controversial
whether taking ACEi/ARBs would benefit COVID-19 patients, in our study, patients
taking ACEi/ARBs had a higher risk of mortality.

Keywords: COVID-19; underlying disease; medical treatment
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Algorithms for Clustering COVID-19 Data: a
Holistic Overview of Current Trends and New
Visual Approaches

Eun-Kyung Lee

COVID 19 was first discovered in China, and it spread worldwide and became a
pandemic. Since then, many researchers have tried to analyze the temporal tracking
of cases and death of COVID-19. In this talk, we focused on the predictive models and
clustering methods of the time series of growth rates regarding confirmed cases and
deaths of COVID-19. We reviewed the clustering method of time series data included
in the papers since 2020. We compared various methods extensively, including
the classic statistical methods (k-means, PCA, factor analysis, etc.), fuzzy time
series models, functional data analysis models, and deep learning models. We also
overviewed the visual approaches to the time course data and proposed new visual
approaches. We applied these clustering and visualization methods to the cases and
death of COVID-19 in each country for comparison.
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Embedded Word MCA Biplots for Sentiment
Visualisation: Application to COVID-19 Related
Tweets

Zoë-Mae Adams, Johané Nienkemper-Swanepoel, Niël le Roux, and Sugnet Lubbe

Social media platforms are continually gaining popularity which results in vast
amounts of shared data in the form of images, videos and text. Twitter is a micro-
blogging platform which allows the sharing of short messages that are labelled
according to a specific key word (i.e. tag), representing a relevant topic or theme.
These messages reflect personal opinions with subjective content which could pro-
vide insight to grasp the underlying attitude towards specific topics. During the
global COVID-19 pandemic users could easily share messages by using social me-
dia platforms containing information on for example regulations on lockdown or
vaccination. Twitter’s application programming interface (API) allows the procure-
ment of posts made on the platform for a specific Twitter tag, timeframe and location
within a specified radius. In this study the unstructured pieces of text, Tweets, are
processed and the sentiment of the remaining words are classified using two lex-
icons. Multi-dimensional visualisation enables the exploration of the associations
between the Twitter users based on the resultant sentiment scores of their posts.
A multiple correspondence analysis (MCA) biplot is embedded with the extracted
words to enable the simultaneous interpretation of the underlying sentiment of the
processed Tweets. This paper presents two case studies of COVID-19 related Tweets.
The first case study considers posts made by South African users in three cities (Cape
Town, Johannesburg and Durban), with the second case study evaluating the sen-
timent towards COVID-19 on a global scale by considering three predominantly
English-speaking countries (South Africa, Australia and United Kingdom).

Keywords: biplots, covid-19 tweets, multiple correspondence analysis, sentiment
classification, web scraping
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A General Framework for Implementing
Distance Measures for Categorical Variables

Carlo Cavicchia, Michel van de Velden, Alfonso Iodice D’Enza, and Angelos
Markos

In many statistical methods, distance plays an important role. For instance, data vi-
sualization, classification and clustering methods require quantification of distances
among objects. How to define such distance depends on the nature of the data and/or
problem at hand. For distance between numerical variables, in particular in mul-
tivariate contexts, there exist many definitions that depend on the actual observed
differences between values. It is worth underlining that often it is necessary to rescale
the variables before computing the distances. Many distance functions exist for nu-
merical variables, see [2] for a detailed list. For categorical data, defining a distance
is even more complex as the nature of such data prohibits straightforward arithmetic
operations. Specific measures therefore need to be introduced that can be used to
describe or study structure and/or relationships in the categorical data. In this paper,
we introduce a general framework that allows an efficient and transparent imple-
mentation for distance between categorical variables. We show that several existing
distances (for example a distance measure proposed by Ahmad and Dey [1] that
incorporates association among variables) can be incorporated into the framework.
Moreover, our framework quite naturally leads to the introduction of new distance
formulations as well.

Keywords: categorical data, distance, cluster analysis
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Some Descriptive Statistics of Aggregated
Symbolic Data

Junji Nakano, Nobuo Shimizu, and Yoshikazu Yamamoto

When we have a huge amount of data, we sometimes are interested in compar-
ing meaningful groups of data, not individual observations. Aggregated symbolic
data (ASD) expresses a group of observations that have continuous and categorical
variables by using up to second moments of variables. ASD for a group of data is
equivalent to the set of means, variances, and correlations for continuous variables,
Burt matrix for categorical variables, and means of a continuous variable against
one value of a categorical variable. As ASD for many categorical variables is still
complicated, it is preferable to have simple measures of location and dispersion for
a categorical variable, and a measure of the correlation between two categorical
and/or continuous variables. We propose such measures by specifying appropriate
scores to categorical values. They are compared with measures that are defined as
extensions of the polychoric correlation coefficient [1].

Keywords: categorical variable, continuous variable, measure of correlation, mea-
sure of dispersion, measure of location
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Variable Screening in High Dimensional
Regression via Random Projection Ensembles

Laura Anderlucci, Matteo Farnè, Giuliano Galimberti, and Angela Montanari

Random projections (RP) are a fairly new tool for dimension reduction employed in
several multivariate data analysis contexts (see, e.g. [1, 2]). In this paper, we present
a novel approach based on RP ensemble for variable screening in the multiple lin-
ear regression framework. By employing axis-aligned random projections, column
sub-sampling is performed, thus constituting an even cheaper way of randomized
dimension reduction outside the class of Johnson-Lindenstrauss transforms. Dif-
ferently from the approach proposed in [3], the method allows to account for the
correlation among the predictors, and returns a variable ranking based on their
importance.

We provide numerical results based on synthetic and real data as well as basic
theoretical results that characterize the proposed solution.

Keywords: variable screening, random projections, high-dimensional linear regres-
sion
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Model-based Clustering and Dimension
Reduction for Multidimensional Social Networks

Michael Fop, Silvia D’Angelo, and Marco Alfò

Social network data are relational data recorded among a group of actors, interacting
in different contexts. Often, the same set of actors can be characterized by multiple
social relations, captured by a multidimensional network. A common situation is
that of colleagues working in the same institution, whose social interactions can be
defined on professional and personal levels. In addition, individuals in a network
tend to interact more frequently with similar others, naturally creating communities.
Latent space models for network data are useful to recover clustering of the actors,
as they allow to represent similarities between them by their positions and relative
distances in an interpretable low dimensional social space. We propose the infinite
latent position cluster model for multidimensional network data, which enables di-
mension reduction and model-based clustering of actors interacting across multiple
social dimensions. The model is formulated within a Bayesian nonparametric frame-
work, which allows to perform automatic inference on the clustering allocations, the
number of clusters, and the latent social space.

Keywords: Bayesian nonparametric, latent space model, model-based clustering,
statistical network analysis
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Conditional Gaussian Mixture Modeling

Volodymyr Melnykov and Yang Wang

Due to a potentially high number of parameters, finite mixture models are often at
the risk of overparameterization even for a relatively low number of components.
This can lead to overfitting and result in mixture order underestimation. One of
the most popular approaches to alleviate this issue is to reduce the number of
parameters by considering parsimonious models. The vast majority of techniques
in this area focus on the reparameterization of covariance matrices associated with
mixture components. We propose an alternative approach that shows great modeling
flexibility. The utility of the proposed methodology is demonstrated on simulated as
well as well-known classification data sets.
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Classification Over Text, Relational Databases
and Graphs - Software and Case Studies

Tomáš Kliegr

Best performing methods often produce models that are hard to interpret, leading
to the so-called accuracy-interpretability trade-off. Also, each data type typically
requires a different type of model, such as BERT transformers for text or node
embeddings for graphs. In projects involving multiple modalities, this leads to a mix
of opaque models, an interpretability and interoperability Babylon.

This talk will cover rule-based methods as a possible “white-box” Swiss knife ap-
plicable to multiple data types, including tabular data, text and even large knowledge
graphs with millions of edges and nodes.

Given the advances in model-agnostic explanation algorithms, do rule models
still have an edge in interpretability over the more opaque classification workhorses
such as random forests? The talk will hint at answers through use cases worked on
at DIKE, such as comparing rule-based explanations with LIME and Shapley plots
in the context text-mining of research articles on COVID-19 [1]. We will also cover
tools such as the arc R package for rule-based classification of tabular data [2], the
Action rule mining system [3], the cloud-based EasyMiner rule classifier and editor
[4], and the RDFRules rule learner for knowledge graphs [5].

Keywords: knowledge graphs, rules, explainable machine learning
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Towards Deep and Interpretable Rule Learning

Johannes Fürnkranz

Inductive rule learning is concerned with the learning of classification rules from
data. Learned rules are inherently interpretable and easy to implement, so they are
very suitable for formulating learned models in many domains. Nevertheless, current
rule learning algorithms have several shortcomings. First, with respect to the current
praxis of equating high interpretability with low complexity, we argue that while
shorter rules are important for discrimination, longer rules are often more inter-
pretable than shorter rules, and that the tendency of current rule learning algorithms
to strive for short and concise rules should be replaced with alternative methods that
allow for longer concept descriptions. In general, the mere syntactic comprehen-
sibility of the learned concepts does often not yield convincing or plausible rules,
and factors such as semantic coherence or the a priori relevance of used conditions
should be explicitly encoded as objectives in an interpretable rule learning algo-
rithm. Human cognitive biases can be one possible road towards the design of an
interpretability bias for rule learning [3]. Second, we think that the main impediment
of current rule learning algorithms is that they are not able to learn deeply structured
rule sets, unlike the successful deep learning techniques. Both points are currently
under investigation in our group, and we will show some preliminary results [1, 2].

Keywords: inductive rule learning, interpretability, explainable AI, deep learning
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Current Challenges in Interpretable Machine
Learning and Partitioning Approaches

Bernd Bischl

Model-agnostic interpretation methods in machine learning produce explanations
based on non-linear, non-parametric prediction models. Explanations are often rep-
resented in the form of summary statistics or visualizations, e.g., feature importance
values or effects. Many interpretation methods either describe the behavior of a
black-box model locally for a specific observation or globally for the entire model
and input space. Methods that produce regional explanations and lie between local
and global explanations are rare and not well studied, but offer a flexible way to
combine advantages of both types of explanations. Here, we will focus on subgroup
approaches for IML methods, where interpretable areas in the input space are of-
ten induced by a combination of recursive partitioning and IML. These subgroup
approaches will be studied in the contexts of interpretable permutation feature im-
portance and PDPs [1], interaction detection [2], and interpretable hyperparameter
tuning [3].

Keywords: machine learning, interpretable machine learning, xai
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Vine Copula Mixture Models and Clustering for
Non-Gaussian Data

Özge Sahin and Claudia Czado

The majority of finite mixture models suffer from not allowing asymmetric tail
dependencies within components and not capturing non-elliptical clusters in clus-
tering applications. Since vine copulas are very flexible in capturing these depen-
dencies, a novel vine copula mixture model for continuous data is proposed. The
model selection and parameter estimation problems are discussed, and further, a
new model-based clustering algorithm is formulated. The use of vine copulas in
clustering allows for a range of shapes and dependency structures for the clusters.
The simulation experiments illustrate a significant gain in clustering accuracy when
notably asymmetric tail dependencies or/and non-Gaussian margins within the com-
ponents exist. The analysis of real data sets accompanies the proposed method. The
model-based clustering algorithm with vine copula mixture models outperforms
others, especially for the non-Gaussian multivariate data.

Keywords: dependence, ECM algorithm, model-based clustering, multivariate fi-
nite mixtures, pair-copula
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Comparison of Similarity Measures for
Categorical Data in Hierarchical Clustering

Zdeněk Šulc and Hana Řezanková

This contribution examines 13 similarity measures for data characterized by nominal
variables in hierarchical clustering. Most of the measures come from [1], where
they were initially studied in outlier detection tasks, and two of them are newly
proposed in [2]. The inspected measures consider additional characteristics of the
clustered dataset, such as a frequency distribution of categories or the number of
categories of a given variable, which should lead to a better cluster quality than
the commonly used simple matching approach. The experiment is conducted on 60
generated datasets. It compares and evaluates the similarity measures regarding the
quality of the produced clusters in hierarchical clustering using the mean ranked
scores of two internal evaluation criteria. The calculations are performed using the
nomclust R package [3]. The obtained results determine which similarity measures
are the most suitable for use with a given number of variables or a linkage algorithm.

Keywords: similarity measures, nominal variables, hierarchical clustering

References

1. Boriah, S., Chandola, V., Kumar, V.: Similarity measures for categorical data: a comparative
evaluation. In: Proceedings of the eighth SIAM International Conference on Data Mining, pp.
243–254. (2008)

2. Šulc, Z., Řezanková, H. Comparison of Similarity Measures for Categorical Data in Hierar-
chical Clustering. J Classif 36, 58–72. (2019)

3. Šulc, Z., Cibulková, J., Řezanková, H. Nomclust 2.0: an R package for hierarchical clustering
of objects characterized by nominal variables. Comput Stat (2022)

Zdeněk Šulc
Department of Statistics and Probability, Prague University of Economics and Business, W.
Churchill Sq. 1938/4, 130 67 Prague 3, Czechia, e-mail: zdenek.sulc@vse.cz

Hana Řezanková
Department of Statistics and Probability, Prague University of Economics and Business, W.
Churchill Sq. 1938/4, 130 67 Prague 3, Czechia, e-mail: hana.rezankova@vse.cz

33

zdenek.sulc@vse.cz
hana.rezankova@vse.cz


Comparing Model Selection Techniques to
Determine the Number of Overlapping Clusters
for the Additive Profile Clustering Model

Tom F. Wilderjans, Julian Rossbroich, and Jeffrey Durieux

In several areas of science, researchers aim at disclosing the mechanisms that gen-
erated object by variable data, like, for example, patient by symptom or consumer
by brand data. Regularly, based on previous knowledge, it makes sense to assume
that these mechanisms can be nicely captured through an object clustering. In such
a case, researchers very often opt for a partitioning method, like, for example, k-
means, which results in non-overlapping clusters. Sometimes, however, expectations
are that objects can be grouped into clusters that overlap, implying that an object may
belong to multiple clusters. Applied to the patient by symptom data, for example, in
which clusters correspond with syndromes, it is quite natural to assume that patients
may suffer from multiple syndromes at the same time as co-morbidity of syndromes
is often observed in clinical practice. To extract the overlapping object clusters,
Mirkin’s additive profile (overlapping) clustering model may be used. A non-trivial
task consists of determining the optimal number of overlapping clusters that are
present in a given empirical data set. Up to now, however, although some methods
for model selection for ADPROCLUS were proposed before, no systematic attempt
of investigating this issue of model selection has been undertaken. Therefore, in this
presentation, we evaluate in an extensive simulation study several model selection
techniques. In partiular, several new model selection methods for ADPROCLUS,
with some of them being methods for the partitioning case tailored to the context of
overlapping clustering (e.g., AIC, CH-index) are compared to existing methods (e.g.,
CHull, cross-validation). As such, in order to build a cumulative body of knowledge,
our study is a benchmarking study in which the performance of new methods is
carefully compared to the performance of existing methods.

Keywords: overlapping clustering, additive profile clustering, model selection, sim-
ulation study, benchmarking
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Pitfalls of Automatic Optimization Procedures
and Benchmarking in Cluster Analysis

Quirin Stier and Michael C. Thrun

The pitfalls and challenges of automatic approaches are outlined in the case that
relevant and possibly prior unknown relationships in high-dimensional biological
datasets are to be discovered [1]. Priorly, [2] proposed one or more unsupervised
quality measures for the automatic selection of clustering algorithms and their param-
eter optimization. However, employing optimization procedures within automated
pipelines is biased and not recommended if we assume there may be only one op-
timal partitioning of data, e.g., diagnoses or therapies [1]. Thus, the limitations of
a clustering algorithm induced by a global clustering criterion cannot be overcome
by optimizing the algorithm parameters which only reduces the variance but not the
intrinsic bias of the criterion [1]. Furthermore, such optimization can yield signifi-
cant improvements even if the dataset does not possess any cluster structure. Finally,
our work shows that benchmarking clustering algorithms using first-order statistics
or box plots on a small number of trials leads to misleading comparisons between
algorithms. Assuming patterns in the data which can be recognizd by experts, we
use artifical generated datasets [3]. On these datasets, 41 open-source and state-
of-the-art algorithms standardized within R and Python in the “FCPS” library [4]
are evaluated to disprove the claim of [2] that automatic algorithm and parameter
selection by unsupervised quality measures is a viable approach in cluster analysis.

Keywords: cluster analysis, benchmarking, quality measure
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Biplots for Categorical and Ordinal Data Based
on Logistic Responses

Jose Luis Vicente-Villardon

A joint representation of individuals and variables in a data matrix is called a Biplot.
Biplots were proposed 50 years ago in [1].

When variables are binary, nominal or ordinal, a classical linear biplot repre-
sentation is not adequate. More recently, biplots for categorical data, based logistic
response models, have been proposed for binary [2], or nominal data [3]. The coordi-
nates of individuals and variables are computed to have logistic responses along the
biplot dimensions. The methods are related to logistic regression in the same way as
Classical Biplots are related to linear regression, thus are referred as Logistic Biplots.
In the same way as Linear Biplots are related to Principal Components Analysis,
Logistic Biplots are related to Latent Trait Analysis or Item Response Theory. The
geometry of those kinds of biplots for binary, nominal or ordinal data is studied.

For binary data we obtain straight lines as representations of the variables.
For nominal data the representation of the variables on the biplot is not a straight

line but a “prediction region” and for ordinal data a straight line is obtained if the
“proportional odds” model is used.

Algorithms for the construction on the biplots based on gradient descent methods
are also provided.

The applicability and interpretation of the logistic biplots is illustrated with several
real data applications.

Keywords: biplot, categorical data, logistic biplot
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The Biplot Inner Product for Interpretation and
Derivation of Eigenvector Methods

Cajo J. F. ter Braak

To celebrate K. Ruben Gabriel’s biplot paper [1], I describe its influence, via my
supervisor Leo C. A. Corsten, on my first to last papers (1981-2021) and on my
teaching. Being not just a plot of two sets of items, Gabriel’s biplot shifted attention
from the meaning of individual PCA axes to inference from the first 2-3 axes together
via the inner product interpreted geometrically, namely as the product of the arrow
lengths and the cosine of their angle or as the product of the lengths of the one
arrow and the other projected on to it. These simple equations cannot only be
used for interpreting biplots, I will show that they can also be used to derive the
eigen equations. Whereas later, even non-linear, extensions turned the arrows in to
calibrated, possibly curved, lines, I always promoted inference using the rank order
of the projection points.
Gabriel showed that the biplot could be used beyond PCA, for example, in canonical
correlation analysis and variants thereof [2]. Double-constrained correspondence
analysis even allows for plots with four sets of items, pairs of which approximated
different summary statistics of the method [3].
I will also briefly describe how the distinction between predictive and interpolative
biplot was discovered and how multivariate analysis was taught in the 70-80s in
France and Japan, compared to the English literature that was focussing more on
weighted least-squares approximation and Gabriel’s biplot interpretation of factorial
diagrams.

Keywords: biplot, inner product, pca, canonical correlation analysis, double con-
strained correspondence analysis
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Fifty Years of Biplots: Some Remaining Enigmas
and Challenges

Jan Graffelman

Biplots have found applications in many fields of science, where they are often used
to detect groups, outliers or other regularities in multivariate data. A recent search
at the web of science (using the core collection) reveals there are well over 2,200
scientific articles that refer to biplots since the term was first coined by Gabriel [1].
Several textbooks on biplots are available with a varying level of mathematical depth,
though classical textbooks on multivariate analysis have been slow at incorporating
the concept, or at recognising its universal value for all classical methods that are
based on the singular value decomposition.

In applied scientific studies, several aspects of biplot construction and interpre-
tation are still not well understood, to the point that it is easy to find a poor biplot
in a high-impact scientific journal. Some of the more problematic aspects will be
addressed in the talk and concern: the choice of the multivariate method, aspect ra-
tio, biplot scaling, interpretation rules and (sub)optimality of approximations among
others. There is a lot of software available for making biplots, but in spite of this, the
truth is that many users would not be able to make an optimal biplot for representing
one of the most elementary matrices: the correlation matrix.

The growing size of datasets being analysed poses an important challenge to
biplot methodology. For example, by 2015 the 1,000 genomes project contained
information on 88 million genetic polymorphisms for over 2,500 human individuals,
obviously impossible to sensibly represent in a single biplot. In this situation, cases
and variables are finally often presented in separate plots, thereby sacrificing the
biplot’s most appealing feature: its ability to jointly represent and interpret obser-
vations and variables. We address some examples in the high-dimensional context,
where biplots are too dense, often have low goodness-of-fit, and where aggregation,
clustering or filtering are needed to make their application feasible.

Keywords: biplot, singular value decomposition, high-dimensional data
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Outlier Detection for BIG Functional Data

Rosa E. Lillo, Oluwasegun T. Ojo, and Antonio Fernández-Anta

The need to find influential users in social networks motivates a multidisciplinary
line of research whose final result, from the point of view of Statistics, is the devel-
opment and implementation of several procedures for detecting outliers in functional
data that are scalable for massive data and that are also competitive, in terms of per-
formance, with the most used algorithms in the usual literature on functional data.
Brushstrokes of theoretical contributions and various fields of practical application
will be provided.

Keywords: functional data, outlier detection, scalable algorithms
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Outlier and Novelty Detection for Functional
Data: a Semiparametric Bayesian Approach

Francesco Denti, Andrea Cappozzo, and Francesca Greselin

A novelty detection model can be seen as a supervised classifier, trained on a fully-
labeled training set, that allows for the presence of new classes in the test set not
previously observed among the training units. When dealing with functional data,
this requires learning the main patterns for the curves in the known classes, whilst
being able to isolate signals that possess distinctive characteristics in the unlabeled
set. In order to tackle this challenging problem, we propose a two-stage Bayesian
semi-parametric novelty detector [2]. In the first stage, robust estimates are ex-
tracted from the training set via the Minimum Regularized Covariance Determinant
(MRCD) estimator [1]. In the second stage, such information is employed to elicit
informative priors within a Bayesian mixture of known groups plus a novelty term.
To reflect the lack of knowledge on the latter component, we resort to a Dirichlet
Process mixture model, thus overcoming the problematic a-priori specification of
the expected number of novelties that may be present in the test set. The described
methodology is applied to a spectroscopic dataset within a food authenticity study.

Keywords: bayesian mixture model, dirichlet process mixture model, functional
data, minimum regularized covariance determinant
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A Geometric Perspective on Functional Outlier
Detection

Moritz Herrmann and Fabian Scheipl

Outlier detection in functional data faces specific challenges due to the information-
rich and complex nature of functional observations. We [1] consider the problem
from a geometric perspective and present a general conceptualization based on the
assumption that functional datasets are drawn from a manifold defined by the data’s
modes of variation in shape, translation, and phase. Theoretical and experimental
analyses demonstrate this conceptualization has important advantages. It consider-
ably improves theoretical understanding and allows to describe and analyze complex
functional outlier scenarios consistently and in full generality, by differentiating be-
tween structurally anomalous outlier data that are off-manifold and distributionally
outlying data that are on-manifold, but at its margins. From a practical perspec-
tive, we show that well-established manifold learning methods can be used to learn
low-dimensional vector-valued representations of functional observations to reliably
infer and visualize the geometric structure of functional datasets. Our experiments
on synthetic and real data demonstrate that using these representations in combi-
nation with the simple outlier scoring method Local Outlier Factors (LOF) yields
performances at least on par with existing functional-data-specific methods in a large
variety of settings, without the highly specialized, complex methodology and narrow
domain of application these methods often entail.

Keywords: functional data analysis, outlier detection, manifold learning, dimension
reduction
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A New Decomposition of Orthogonal Matrices
with Application to Common Principal
Components

Luca Bagnato and Antonio Punzo

In many statistical problems, the estimation of a (𝑑 × 𝑑) orthogonal matrix 𝑸 is in-
volved [2]. The orthonormality constraints on𝑸 often makes this estimation difficult.
To cope with this problem, we use the well-known PLU decomposition [3], which
factorizes any invertible (𝑑 × 𝑑) matrix as the product of a (𝑑 × 𝑑) permutation
matrix 𝑷, a (𝑑 × 𝑑) unit lower triangular matrix 𝑳, and a (𝑑 × 𝑑) upper triangular
matrix 𝑼. Thanks to the QR decomposition [3], we find the formulation of 𝑼 when
the PLU decomposition is applied to 𝑸. We call the result as PLR decomposition;
it produces a one-to-one correspondence between 𝑸 and the 𝑑 (𝑑 − 1) /2 entries
below the diagonal of 𝑳, which are advantageously unconstrained real values. Thus,
once the decomposition is applied, regardless of the objective function under con-
sideration, we can use any classical unconstrained optimization method to find the
minimum (or maximum) of the objective function with respect to 𝑳. For illustra-
tive purposes, we apply the PLR decomposition in common principle components
analysis (CPCA) for the maximum likelihood estimation of the common orthogo-
nal matrix when a multivariate leptokurtic-normal distribution is assumed in each
group. Compared to the commonly used normal distribution, the leptokurtic-normal
has an additional parameter governing the excess kurtosis [1]; this makes the es-
timation of 𝑸 in CPCA more robust against mild outliers. The usefulness of the
PLR decomposition in leptokurtic-normal CPCA is illustrated by two biometric data
analyses.

Keywords: orthogonal matrix, matrix decomposition, common principal compo-
nents, fg algorithm, leptokurtic-normal distribution
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An MML Embedded Approach for Estimating
the Number of Clusters

Cláudia Silvestre, Margarida G. M. S. Cardoso, and Mário Figueiredo

Assuming that the data originate from a finite mixture of multinomial distributions,
we study the performance of an integrated Expectation Maximization (EM) algorithm
considering Minimum Message Length (MML) criterion to select the number of
mixture components. The referred EM-MML approach, rather than selecting one
among a set of pre-estimated candidate models (which requires running EM several
times), seamlessly integrates estimation and model selection in a single algorithm.
Comparisons are provided with EM combined with well-known information criteria
– e.g. the Bayesian information Criterion. We resort to synthetic data examples and
a real application. The EM-MML computation time is a clear advantage of this
method; also, the real data solution it provides is more parsimonious, which reduces
the risk of model order overestimation and improves interpretability.

Keywords: finite mixture model, em algorithm, model selection, minimum message
length, categorical data

References

1. Figueiredo, M.A.T., Jain, A.K. : Unsupervised Learning of Finite Mixture Models. IEEE T.
Pattern Anal. 24, 381–396 (2002)

2. Novais, L., Faria, S.,: Selection of the number of components for finite mixtures of linear
mixed models. J. Int. Math. 24(8), 2237–2268 (2021)

3. Silvestre, C., Cardoso, M. G. M. S. and Figueiredo, M.: Feature selection for clustering
categorical data with an embedded modeling approach. Expert Syst. 32(3), 444–453 (2014).

Cláudia Silvestre
Escola Superior de Comunicação Social, Campus de Benfica do IPL 1549-014 Lisboa, Portugal,
e-mail: csilvestre@escs.ipl.pt

Margarida G. M. S. Cardoso
BRU-UNIDE, ISCTE-IUL, Av. das Forças Armadas, 1649-026 Lisboa, Portugal
e-mail: margarida.cardoso@iscte-iul.pt

Mário Figueiredo
Instituto de Telecomunicações, Portugal, Av. Rovisco Pais 1, 1049-001 Lisboa, Portugal
e-mail: mario.figueiredo@tecnico.ulisboa.pt

45

csilvestre@escs.ipl.pt
margarida.cardoso@iscte-iul.pt
mario.figueiredo@tecnico.ulisboa.pt


Comparison of Segmentation Approaches for
Partial Least Squares Path Modeling with
Stability Assessment

Sophie Dominique, Mohamed Hanafi, Fabien Llobell, Jean-Marc Ferrandi, and
Véronique Cariou

In the social sciences, structural equation modeling has become an established
method for analyzing complex interrelationships between manifest and latent vari-
ables. In this context, the composite-based Partial Least Squares Path Modeling
(PLS-PM) approach [2] has gained popularity over the past decades because of its
versatility. Several segmentation methods dedicated to PLS-PM have been proposed
to account for the potential heterogeneity of the data [1]. These techniques differ
from each other in various aspects such as proceeding in two steps (PLS-PM then seg-
mentation) or not (simultaneous determination of local PLS-PM models per group),
being based on finite mixture models, on a distance or more recently on alternate
least squares algorithm [1], etc. In this presentation, we propose to compare these
segmentation approaches both theoretically according to the criterion they optimize
and practically by evaluating the stability of the different segmentations obtained on
the basis of a case study pertaining to marketing.

Keywords: partial least squares, clustering, structural equation modeling, marketing
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Robust Classification for Toroidal Data

Giovanni Saraceno, Luca Greco, and Claudio Agostinelli

Circular data commonly occur in many different fields, such as biology, meteorology
and geology, where observations can be measured by angles. Here, we consider the
problem of classifying circular observations into one of possible distinct populations
and we focus on the situations where observations can be thought as points that lie on
the surface of a Torus. Some proposals can be found in literature for the classification
of circular data, however this problem is poorly explored in case of toroidal data.

In general, the traditional procedures for the classification problem can be greatly
affected by inaccurancies in features and labels of training data. Hence, we propose
a procedure based on the weighted likelihood technique which is able to classify
new data points scattered on a 𝑝-dimensional torus following multivariate Wrapped
Normal distributions. In particular, the Weighted CEM algorithm proposed by [1]
is applied on the training data set considering the classes separately. Ineed, this
estimator is able to handle the model inadequacies in the fitting process by an
effective downweighting of observations not following the assumed model. In this
way, a pair of robust location and scale estmates are available for each group. In a
second step, a set of data-dependent weights is computed for the testing data points
for each group-based estimates. Finally, the resulting weights are used to classify
each observations into one of the groups or none of them. The finite sample behavior
of the proposed procedure is investigated by a Monte Carlo numerical study and real
data examples.

Keywords: classification, multivariate wrapped distributions, robust estimators,
torus, weighted likelihood
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Consistency of Trimmed Estimators of Scatter
Under the t-distribution

Andrea Cerioli, Lucio Barabesi, Luis A. García-Escudero, and Agustín Mayo-Iscar

It is well known that trimmed estimators of multivariate scatter, such as the Minimum
Covariance Determinant (MCD) estimator, are inconsistent unless an appropriate
factor is applied to them in order to take the effect of trimming into account. This
factor is widely recommended and applied when uncontaminated data are assumed
to come from a multivariate Normal model (see, e.g., [4]). We address the problem
of computing a consistency factor for the MCD estimator in a heavy-tail scenario,
when uncontaminated data come from a multivariate Student’s 𝑡-distribution. The
multivariate 𝑡-distribution has a representation as an infinite mixture of Normals with
scales depending on Gamma distribution. This representation allows estimation of
the 𝑡-distribution parameters by using algorithms in the EM family. Additionally,
the required consistency factor for trimmed estimators of multivariate scatter, such
as the MCD, can be obtained through the corresponding consistency factors defined
under the Normal model. We compare results from this mixture-based approach to
analytical derivation of consistency factors that follows from the functional repre-
sentation of the MCD [2]. We also consider implications for outlier detection [1] and
robust clustering [3].
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Robust Classification in High Dimensions Using
Regularized Covariance Estimates

Valentin Todorov and Peter Filzmoser

High-dimensional highly correlated data exist in many application domains which
requires the development of appropriate statistical methods. The classical classifica-
tion methods like LDA and QDA become practically useless in such a setting because
they will suffer from the singularity problem if the number of observed variables 𝑝
exceeds the number of observations 𝑛. Numerous regularization techniques with the
purpose to stabilize the classifier and achieve an improved classification performance
have been developed and there exist several studies comparing various regularization
techniques trying to facilitate the choice of a method. However, these methods are
vulnerable to the presence of outlying observations (outliers) in the training data set
which can influence the obtained classification rules and make the results unreliable.
On the other hand, the high breakdown versions of discriminant analysis proposed in
the literature, like [3] do not work or are not reliable in high dimensions. We propose
to utilize the recently introduced regularized versions of the minimum covariance
determinant (MCD) estimator - the regularized MCD (RMCD) estimator [2] and
the minimum regularized covariance determinant (MRCD) estimator [1] to define
the robust discriminant rules which will combine high robustness to outliers with
applicability in high dimensions. The computations can be done with the R package
rrcov available at CRAN. Simulated and real data examples show that the proposed
methods perform better than the existing ones in a wide range of settings.

Keywords: regularization, high-dimensional classification, robust covariance esti-
mation
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Symbolic Concordance and Discordance
Illustrated on Data from an International
Teaching and Learning Survey

Simona Korenjak-Černe, Barbara Japelj Pavešić, and Edwin Diday

A "similarity" as a "concordance" in data analysis represents mathematical modeling
of the common words "similarity" and "concordance" used in our natural language.
The similarity between a class c and a collection P of classes c’ for a category x is
high if the mean of the similarities between the frequency of x in c and the frequency
of x in c’ that varies in P is high. A class has high concordance with a given collection
of classes for a category x if that category is frequent in that class and if, in addition,
there are numerous classes in the given collection of classes for which the category
x is also frequent. Similarity and concordance thus express two different kinds of
knowledge. In this presentation, we introduce some measures of concordance and
discordance between a class and a given collection of classes that fall within the
framework of symbolic data analysis (SDA) [1].

We will illustrate the use of new measures on the real dataset from the international
large-scale assessment PIRLS 2016 [2] that measured the achievement of students
in classical reading and reading from digital devices in more than 50 countries.
Online reading is becoming an extremely important skill for younger generations and
research is needed to understand how it develops along with classical reading from
paper. We will study distributions of high and low-achieving students in informational
reading from paper and online reading, and compare these across countries and
within teachers of classes of students inside a specific country. For example, if we
consider the teacher as a class and his or her students as individuals, by examining
their reading ability, we can measure the concordance or discordance between the
teacher’s student responses of a country and the other countries.
Keywords: symbolic data analysis, symbolic concordance, symbolic discordance
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A Clusterwise Regression Method for
Distributional Data

Rosanna Verde, Antonio Balzanella, and Antonio Irpino

Abstract This paper deals with a cluster-wise regression method for distributional
data. The set of objects to be clustered are described by distributional variables
{𝑌, 𝑋1, . . . , 𝑋𝑝}, with 𝑌 the response variable and 𝑋 𝑗 ’s the predictors. Each object
is represented by 𝑝 + 1 probability functions, or empirical ones. Our proposal is
based on a K-means clustering type-algorithm, where the centroid of the clusters
are represented by linear regression models and the objects are assigned to the
clusters according to minimum sum of squared errors. [1] and [2] proposed two
regression models for distributional data based on a Non Linear Least Squared
method and on the Wasserstein metric in a linear space. The constrain of non-
negativity were imposed to guarantee the outcome is still a distributional variable. In
consideration of the most recent developments in distributional data analysis (DDA),
we introduce a transformation of the qf’s in quantile density functions [3], which
allows to map density functions in an Hilbert space and overcome some challenge
in DDA. Applications on synthetic and real data have corroborated the new method.

Keywords: symbolic data analysis, distributional data, quantile density functions
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The Use of Regression to Partition a Dataset of
Interval Observations

Lynne Billard and Fei Liu

The use of regression modelling has an extensive history; likewise, clustering
methodologies have existed for some time. In this work, we extend the dynami-
cal partitioning concepts developed initially by Diday and Simon [1] combined with
the 𝑘-means clustering approach of MacQueen [3], to a 𝑘-regression algorithm to
enable clustering of interval-valued observations based on regression models. The
usefulness of the algorithm is verified through some simulated data (as in the plots
below) and applied to real data sets. More details can be found in [2].

Keywords: 𝑘-means, 𝑘-regression algorithm, dynamical partitioning
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Heterogeneous Random Forests

Ye-eun Kim and Hyunjoong Kim

Random forest(RF) is one of the most popular machine learning methods for clas-
sification problems. Two factors that affect the performance of RF are known to be
the accuracy of individual trees and the diversity among trees. That is, the better the
performance of each classifier and the more heterogeneous the individual classifiers,
the better the RF performance. In this study, we propose a heterogeneous RF to
increase the diversity of trees. The diversity was induced by intentionally creating a
tree that is heterogeneous from the previous trees. Features used for splitting near the
root node of the previous tree have lower weights when constructing the feature sub-
space of the next tree. Therefore, Features that were dominant in the previous tree
are less likely to be used in the next tree and splitting features of root nodes becomes
more diverse. As a result of comparing accuracy in several real data, Heterogeneous
RF performed better than RF in data with dominant variables.

Keywords: ensemble, random forests, decision tree
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Analysis of the Damage Rate Using Typhoon
Information

Su Hoon Choi and Min Soo Kim

According to the Intergovernmental Panel on Climate Change, the scale and intensity
of damage are increasing as well as the frequency of meteorological disasters due to
global warming. Typhoon usually occur between July and October, so they are similar
to the harvest of crops, causing a lot of damage to farmers. In order to minimize
damage to farmers caused by meteorological disasters, South Korea has implemented
crop insurance since 2001. This study aims to analyze typhoon and damage rate by
using crop insurance data. Since crop insurance is measured objectively and fairly
for accurate actual damage judgment, analysis using crop insurance data is expected
to be highly reliable. It will identify and analyze the relationship between typhoon
information and the damage rate, and further present the expected typhoon damage
rate for future typhoon. Considering the characteristics of the analysis data, the
zero-inflated beta regression will be used to analyze the damage rate. In addition,
by using Random Forest and XGBoost, which are representative machine learning
models, we intend to compare the prediction results between models. As a result of
the prediction, the performance of machine learning models was better than zero-
inflated beta regression. The results of this analysis are expected to be used not only
to predict the expected damage rate for future typhoon but also to prepare measures
to reduce damage to farmers.

Keywords: typhoon, crop insurance, zero-inflated beta regression, machine
learning
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Resampling, Relabeling, and Raking for
Extremely Imbalanced Classification

Hae-Hwan Lee, Seunghwan Park, and Jongho Im

In this presentation, we consider the binary classification of extremely imbal-
anced data. Imbalanced data classification is often challengeable, especially for
high-dimensional data, because unequal classes deteriorate classifier performance.
Undersampling the majority class or oversampling the minority class are popular
methods to construct balanced samples, facilitating classification performance im-
provement. However, many existing sampling methods cannot be easily extended
to high-dimensional data and mixed data, including categorical variables, because
they often require approximating the attribute distributions, which becomes another
critical issue. To handle these issues, we propose a new sampling strategy employing
resampling, relabeling, and raking procedures, such that the attribute values of the
majority class are imputed for the values of the minority class in the construction of
balanced samples. Our proposed algorithm is attractive in practice, considering that
it does not require density estimation for synthetic data generation in oversampling
and is not bothered by mixed-type variables. In addition, the proposed sampling
strategy is robust to classifiers in the sense that classification performance is not sen-
sitive to choosing the classifiers. Also the proposed method can be directly applied
to one-class classification problem.

Keywords: calibration, mixed-type, one-class classification
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Clustering Student Mobility Data in 3-way
Networks

Vincenzo Giuseppe Genova, Giuseppe Giordano, Giancarlo Ragozini, and Maria
Prosperina Vitale

The present contribution aims at introducing a network data reduction method for
the analysis of 3-way networks [1] in which classes of nodes of different types are
linked. The proposed approach enables simplifying a 3-way network into a weighted
two-mode network by considering the statistical concept of joint dependence in a
multiway contingency table. Starting from a real application on student mobility data
in Italian universities [2], a 3-way network is defined, where provinces of residence,
universities and educational programmes are considered as the three sets of nodes,
and occurrences of student exchanges represent the set of links between them. The
Infomap community detection algorithm [3] is then chosen for partitioning two-mode
networks of students’ cohorts to discover different network patterns.

Keywords: 3-way network, complex network, community detection, mobility data,
tertiary education
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Multi-perspective Risky User Classification in
Social Networks

Antonio Pellicani, Gianvito Pio, and Michelangelo Ceci

The widespread adoption of social media platforms opened up new ways to connect
and engage in a globalized manner. However, it also led to the introduction of
harmful addiction phenomena, and to the spread of cyberbullying and cyberterrorism
activities. As a result, monitoring operations on the content published by users, as
well as on their behavior, has become critical to ensure a correct and safe use of social
medias. This monitoring process becomes very difficult in presence of borderline
users, i.e., users who appear to act in safe way based on their posted content, but not
according to other viewpoints (e.g., their relationships), and viceversa.

In this context, this abstract contributes towards an effective identification of
risky users in social networks. Specifically, we propose a novel method that solves
node classification tasks in social networks by exploiting the information conveyed
by three different perspectives: the semantics of the textual content generated by
users, the network of user relationships, and the users spatial closeness, derived
from geo-tagging metadata associated with posted contents.

Existing approaches that consider multiple perspectives are mainly based on the
injection of features identified from one perspective into the other [2], or are tailored
for the analysis of the network structure and node attributes, without being able to
capture the semantics of the generated content [1]. On the contrary, our method
builds three models that exploit the peculiarities of each viewpoint, and learns a final
model to fuse their contributions through a stacked generalization approach.

Our experiments on two variants of a real Twitter dataset showed that the proposed
method outperforms 13 competitors based on one or more perspectives. This advan-
tage is also clear on borderline users, confirming the applicability of our method in
real-world social networks, which are potentially affected by noisy data.

Keywords: social network analysis, user risk identification, spatial analysis
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Clustering and Blockmodeling Temporal
Networks – Two Indirect Approaches

Vladimir Batagelj

Two approaches to clustering and blockmodeling of temporal networks are presented:
the first is based on an adaptation of the clustering of symbolic data described by
modal values and the second is based on clustering with relational constraints.
Different options for describing a temporal block model are discussed.

Keywords: social networks, network analysis, blockmodeling, symbolic data anal-
ysis, clustering with relational constraints
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Clustering Validation in Hierarchical Cluster
Analysis: an Empirical Study

Osvaldo Silva, Áurea Sousa, and Helena Bacelar-Nicolau

The evaluation of clustering structures is a crucial step in cluster analysis. This study
presents the main results of the hierarchical cluster analysis of variables concerning
a real dataset in the context of Higher Education. The goal of this research is to find
a typology of some relevant items taking into account both the homogeneity and
the isolation of the clusters. Two similarity measures, namely the standard affinity
coefficient and Spearman’s correlation coefficient, were used, and combined with
three probabilistic (AVL, AVB and AV1) aggregation criteria, from a parametric family
in the scope of the VL (Validity Link) methodology [1]. The best partitions were
selected based on some validation indices, namely the global STAT levels statistics
and the measures P(I2, Σ) and 𝛾 [2], adapted to the case of similarity coefficients
[3]. In order to evaluate the clusters and identify their most representative elements,
the Mann and Whitney U statistics and the silhouette plot were also used.

Keywords: clustering validation, affinity coefficient, spearman correlation coeffi-
cient, vl methodology
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Divide and Conquer: a Clustering Method for
Hierarchical and Nested Data Structures

Andrej Svetlošák, Miguel de Carvalho, Gabriel Martos Venturini, and Raffaella
Calabrese

Joint clustering on data with nested or hierarchical structures can be challenging.
Results obtained by similarity-based methods (i.e. via 𝐾-means and 𝐾-medoids)
often do not reflect the structure of the data, while model-based clustering (i.e. via
mixture models), as we show, likely to leads to the same number of components
on each margin, i.e. same number of groups on each level of the hierarchy. We
address these drawbacks of joint models by proposing a novel approach for clus-
ter analysis—to which we refer to as divide and conquer clustering—that lies on
the interface between model-based clustering and similarity-based clustering. The
approach consists of three steps and provides interpretable cluster solutions while
allowing differing number of components on the margins. We achieve this by first
estimating the margins of each hierarchy level by recently introduced non-local prior
mixtures, which have the advantage of treating the number of components as a model
parameter. Secondly, we learn about a set of joint clusters (proto clusters) that are
obtained via a Voronoi tessellation on the product space of the marginal compo-
nent means. Finally, the final joint clusters are the Voronoi faces centred at local
density maxima of the joint distribution. These are obtained by dividing up proto
clusters with a density below a threshold between the remaining Voronoi faces. In
this sense the high density areas divide and conquer low density regions. We analyse
and compare the performance of our method with selected state of the art clustering
methods. The results on both simulated data and real datasets suggest an on par or
better performance than competing methods.

Keywords: cluster analysis, model-based clustering, similarity-based clustering,
non-local priors, hierarchical and nested data structures
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Significance Mode Analysis (SigMA) for
Hierarchical Structures

Sebastian Ratzenböck, Torsten Möller, Josefa E. Großschedl, João Alves,
Immanuel M. Bomze, and Stefan Meingast

We present an innovative clustering method, Significance Mode Analysis (SigMA),
to extract co-spatial and co-moving stellar populations from large-scale surveys such
as ESA Gaia. The method studies the topological properties of the density field in the
multidimensional phase space. The set of critical points in the density field gives rise
to the cluster tree, a hierarchical structure in which leaves correspond to modes of
the density function. Typically, however, non-parametric density estimation methods
lead to an over-clustering of the input data. We propose an interpretable cluster tree
pruning strategy by determining minimum energy paths between pairs of neighboring
modes directly in the input space. We test for deviations from unimodality along
these paths, which provides a measure of significance for each pair of clusters. We
apply SigMA to Gaia data of the closest young stellar association to Earth, Scorpio-
Centaurus (Sco-Cen), and find 48 co-moving clusters in Sco-Cen. These clusters
are independently validated using astrophysical knowledge, to a certain extent, by
their association with massive stars too bright for Gaia, both unknown to SigMA.
Our findings suggest that Sco-Cen is more actively star-forming and dynamically
richer than previously thought. This application demonstrates that SigMA allows for
an accurate census of young populations, quantify their dynamics, and reconstruct
the recent star formation history of the local Milky Way.

Keywords: mode seeking, cluster tree, stellar groups
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Kurtosis-based Projection Pursuit for
Matrix-valued Data

Una Radojicic, Klaus Nordhausen, and Joni Virta

A classical problem in image processing is that of discriminatory feature extrac-
tion, where gray-scale images are naturally represented as matrices. We develop
projection pursuit for data that admit a natural representation in matrix form, where
another common data type admitting this representation is e.g. a univariate spatial
data collected on a regular grid. For projection indices we propose extensions of
the classical kurtosis and Mardia’s multivariate kurtosis. The first index estimates
projections for both sides of the matrices simultaneously, while the second index
finds the two projections separately. Both indices are shown to recover the optimally
separating projection for two-group Gaussian mixtures in the full absence of any
label information. We further establish the strong consistency of the corresponding
sample estimators. Simulations and a real data example on hand-written postal code
data are used to demonstrate the method.

Keywords: discriminant analysis, matrix-variate gaussian mixture, rank-1 projec-
tion

References

1. Radojicic, U., Nordhausen K., and Virta J.: Kurtosis-based projection pursuit for matrix-valued
data. arXiv preprint arXiv:2109.04167 (2021).

Una Radojicic
Vienna University of Technology, e-mail: una.radojicic@tuwien.ac.at

Klaus Nordhausen
University of Jyväskylä, e-mail: klaus.k.nordhausen@jya.fi

Joni Virta
University of Turku, e-mail: joni.virta@utu.fi

62

una.radojicic@tuwien.ac.at
klaus.k.nordhausen@jya.fi
joni.virta@utu.fi


Comparison of Pixel Based Segmentation
Methods in Papillary Thyroid US Images

Neslihan Gökmen İnan, İsmail Meşe, Düzgün Yıldırım, and Ozan Kocadağlı

Thyroid nodules are one of the endocrine diseases caused by abnormal growth of
cells. Ultrasonography (US) is an efficient tool that is routinely used to identify these
nodules. Thyroid nodule segmentation on US images is a valuable and, it has a great
importance for the diagnosis of thyroid cancer. Despite US imaging is considered as
the best option, the high incidence rate increases the burden of radiologists in terms
of diagnosing the thyroid cancer cases at early stages and their levels [1]. In such a
case, the contour and region-based segmentation methods have a potential to extract
some important features called as biomarkers which allow radiologists to make more
accurate diagnosis. In this context, this study aims to compare the contour and region-
based segmentation methods with respect to the feature extraction performance. In
this study, US images of 187 papillary carcinoma patients were analyzed. The image
segmentation quality was evaluated with respect to dice coefficient measurement and
ROC analysis results such as TN, FP, AUC, g-score, f-measure [2]. Also, the validity
of the pixel-based methods were achieved with the extracted features obtained from
the manual segmentation methods performed by expert radiologists. The analysis
results showed that the automatic segmentation methods are superior performance
to the manual ones according to the various statistical performance criteria.

Keywords: thyroid us image, pixel-based segmentation, papillary carcinoma
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Bootstrapping Binary GEV Regressions for
Massive Unbalanced Datasets

Michele La Rocca, Marcella Niglio, and Marialuisa Restaino

Research on rare events is constantly increasing over the years in many research areas.
Examples include fraud detection, credit default prediction, bankruptcy prediction,
customer/students churn predictions and accident occurrence. In all these cases, rare
events data are usually defined as binary variables with fewer events (ones) than
non-events (zeros). In other words, the degree of unbalance is more extreme in rare
events than it is in the class of unbalanced data. However, both unbalanced and
rare events data have been studied as statistical problems with possible applications
in different fields such as biology, political science, engineering, economics and
medicine. The unbalanced variables related to rare events are difficult to predict and
explain, specially in high dimensional settings and in presence of massive datasets,
where unbalancing might be even more critical.

The logistic model may not be appropriate for such data since it strongly un-
derestimates the probability of rare events because the estimators tend to be biased
towards the majority class, which is usually less critical. Moreover, as underlined in
the literature, the bias of the maximum likelihood estimators of logistic regression
parameters in small sample sizes could be amplified in a rare events context. Thus,
in this framework, there is an increasing interest in using the quantile function of the
GEV distribution as a link function to investigate the relationship between the binary
response variable and a set of predictors. The main advantage of this approach is
that thanks to its skewness, the GEV link function has an asymmetric behaviour. It
approaches one slower than it approaches zero, handling nicely rare events.

This work aims to estimate the probability of success given a set of features
by using a generalized extreme value regression model for binary data, also taking
into account the effects on the response variable of class imbalance in categorical
predictors. Confidence intervals and hypothesis testing are constructed by using
bootstrap methods, specifically designed for massive datasets, in multiple testing
perspectives. The performance of our proposed procedure is evaluated by Monte
Carlo simulation studies and applications to real datasets.
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Stochastic Collapsed Variational Inference for
Structured Gaussian Process Regression
Networks

Rui Meng, Herbert K. H. Lee, and Kristofer Bouchard

This paper presents an efficient variational inference framework for a family of
structured Gaussian process regression network (SGPRN) models. We incorporate
auxiliary inducing variables in latent functions and jointly treat both the distributions
of the inducing variables and hyper-parameters as variational parameters. Then we
take advantage of the collapsed representation of the model and propose structured
variational distributions, which enables the decomposability of a tractable varia-
tional lower bound and leads to stochastic optimization. Our inference approach is
able to model data in which outputs do not share a common input set, and with
a computational complexity independent of the size of the inputs and outputs to
easily handle datasets with missing values. Finally, we illustrate our approach on
both synthetic and real data.

Keywords: stochastic optimization, gaussian process, variational inference, multi-
variate time series, time-varying correlation.
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Covariate Selection Method in Propensity Score
Model for the Quantile Treatment Effect
Estimation

Takehiro Shoji, Jun Tsuchida, and Hiroshi Yadohisa

Estimation of a treatment effect, which is the impact of a treatment on an outcome, is
important in some research areas, such as econometrics, social programs, and poli-
cies. Quantile treatment effects (QTE) are primarily used in econometrics because
they can characterize the heterogeneous treatment effects on different points of an
outcome distribution. For estimating QTE, Firpo [2] proposed an estimation method
using propensity scores.
In estimating of treatment effects using propensity scores, selection of covariates to
include propensity score model is an important issue, and it is known that it is better
to include covariates that are relevant to the outcome [1]. For achieving this issues,
Outcome Adaptive Lasso (OAL) was employed as a covariate selection method for
propensity score models[2]. However, OAL assumes an average treatment effect es-
timation and not a quantile treatment effect estimation.
In this study, we propose a covariate selection method that includes propensity score
models for quantile treatment effect estimation. Here, the central principle is chang-
ing the weight term from an outcome regression model to a quantile regression
model. This allows for the selection of covariates related to an outcome at an inter-
esting quantile corresponding to QTE. Through numerical experiments, we compare
the proposed method’s performance with that of the existing methods, such as OAL.

Keywords: propensity score, causal effect, quantile regression
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Are Attitudes Toward Immigration Changing in
Europe? An Analysis Based on Latent Class IRT
Models

Ewa Genge and Francesco Bartolucci

We analyze the changing attitudes toward immigration in EU host countries in the last
few years (2010-2018) on the basis of the European Social Survey data. These data are
collected by the administration of a questionnaire made of items concerning different
aspects related to the immigration phenomenon. For this analysis, we rely on a latent
class approach considering a variety of models that allow for: (i) multidimensionality;
(ii) discreteness of the latent trait distribution; (iii) time-constant and time-varying
covariates; and (iv) sample weights. Through these models we find latent classes of
Europeans with similar levels of immigration acceptance and we study the effect of
different socio-economic covariates on the probability of belonging to these classes
for which we provide a specific interpretation. In this way we show which countries
tend to be more or less positive toward immigration and we analyze the temporal
dynamics of the phenomenon under study.

Keywords: discrete latent variables; european social survey; expectation-maximization
algorithm; item response theory.

Ewa Genge
University of Economics in Katowice, Poland, e-mail: ewa.genge@ue.katowice.pl

Francesco Bartolucci
University of Perugia, Italy, e-mail: francesco.bartolucci@unipg.it

67

ewa.genge@ue.katowice.pl
francesco.bartolucci@unipg.it


Visualization of IATA Regions in Air Transport
Before and After the COVID-19 Pandemic

Tüzün Tolga İnan, Neslihan Gökmen İnan, Aylin Yaman Kocadağlı, and Ozan
Kocadağlı

COVID-19 Pandemic has affected all transport modules including air passenger
transportation (ATP) as an unprecedented global crisis. This study aims to visualize
the position of International Air Transport Association (IATA) Regions considering
some important key indicators such as gross domestic product, human develop-
ment index, tourism arrival, national and international ATP numbers [1]. Also, this
study deals with revealing out the negative impact of this global crisis on ATP dur-
ing COVID-19 Pandemic between 2019-2021. In this study, to analyze ATP, three
common airline metrics were gathered to figure out significant factors that lead to
similarities between regions in terms of global crisis’s negative impact for each year.
Factor analysis (FA) and multidimensional scaling (MDS) were applied to IATA
dataset [2]. MDS has brought out some substantial inferences. For instance, Europe,
North and Latin America have similarities in positively, whereas Africa, Asia Pacific
and Middle East show these similarities negatively since they are located close to
each other. The location of regions has changed due to COVID-19 Pandemic com-
pared to 2019 in MDS. Thus, ATP recovery is better in the Middle East compared to
Africa and the Asia Pacific; however, this recovery circulation seems far from being
adequate when compared to others. To sum up, these findings may help aviators to
manage the strategic perspective of ATP more professionally.

Keywords: covid-19 pandemic, air passenger transportation, strategic perspective
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Political and Religion Attitudes in Greece:
Behavioral Discourses

Georgia Panagiotidou and Theodore Chadjipadelis

The research presented in this paper attempts to explore the relationship between
religious and political attitudes. More specifically we investigate how religious be-
havior, in terms of belief intensity and practice frequency, is related to specific
patterns of political behavior such as ideology, understanding democracy and his set
of moral values. The analysis is based on the use of multivariable methods and more
specifically Hierarchical Cluster Analysis and Multiple Corre-spondence Analysis
in two steps. The findings are based on a survey implemented in 2019 on a sample of
506 respondents in the wider area of Thessaloniki, Greece. The aim of the research is
to highlight the role of people’s religious practice intensity in shaping their political
views by displaying the profiles resulting from the analysis and linking individual
religious and political characteristics as measured with various variables. The final
output of the analysis is a map where all variable categories are visualized, bringing
forward models of political behavior as associated together with other factors such
as religion, moral values and democratic attitudes.

Keywords: political behavior, religion, democracy, multivariate methods, data anal-
ysis
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Functional Data Representation with Merge
Trees

Matteo Pegoraro and Piercesare Secchi

Topological Data Analysis is a branch of data analysis aiming at representing data
by means of topological information. Such representations are very different from
classical statistical ones and posses interesting properties that can be used to tackle
data analysis problems with a different perspective. We will represent functions by
means of objects called merge trees, and with their properties we will look at the
problem of alignment and smoothing of functional data within a benchmark case
study.

Keywords: functional data analysis, topological data analysis, merge trees, func-
tional registration, smoothing
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Elastic Regression for Irregularly Sampled
Curves in R𝒅

Lisa Steyer, Almond Stöcker, and Sonja Greven

We propose regression models for curve-valued responses in two or more dimen-
sions, where only the image but not the parametrisation of the curves is of interest.
Examples of such data are handwritten letters, movement paths or outlines of ob-
jects. In the square-root-velocity framework [1], a parametrisation invariant distance
for curves is obtained as the quotient space metric with respect to the action of re-
parametrisation, which is by isometries. With this special case in mind, we discuss
the generalisation of ’linear’ regression to quotient spaces more generally, before
illustrating the usefulness of our approach for curves modulo re-parametrisation.
We test this model in simulations and apply it to human hippocampi data, obtained
from MRI scans [2]. Here we model how the shape of the hippocampus is related to
age and Alzheimer’s disease. We address the issue of irregularly sampled curves by
using splines for modelling smooth predicted curves.

Keywords: elastic regression, sparse functional data, square-root-velocity frame-
work, warping
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Misalignment of Spectral Data: Constrained
Optimization in a Functional Data Analysis
Framework

Francesca Di Salvo, Delia Francesca Chillura Martino, and Gabriella Chirco

Across several branches of sciences, a large number of applications involves data
represented as functions and curves, for which functional data analysis can play a
central role in solving a variety of problem formulations. With some thecnologies,
the obtained data are spectra containing a vast amount of information concerning the
composition of a sample: in order to infer the chemical composition of the materials
from spectra, functional data analysis offers a valuable mean for characterizing
the spectral response through identification of peaks position and intensity. The
collection of data from different measurement may exhibit similar peak pattern but
display misalignment in their peaks. In general, the multiple alignment is crucial in
the subsequent analysis; the method proposed faces with the challenge of random
shifts in the peaks and implements constraints in a proper objective function to
optimize the alignment. The constraints are based on a priori information that is
formalized in the choice of a set of peaks across functions. Spectrum data from
X-ray Fluorescence (XRF) and Total Reflectance-Fourier Transform Infra-Red (TR-
FTIR) spectroscopies are considered to illustrate the approach and to provide useful
comparison with other approaches.

Keywords: multple alignment, functional data analysis, constrained registration
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Model Based Clustering of Functional Data with
Mild Outliers

Cristina Anton and Iain Smith

We propose a procedure, called CFunHDDC, for clustering functional data with
mild outliers which combines two existing clustering methods: the functional high
dimensional data clustering (FunHDDC) [1] and the contaminated normal mixture
(CNmixt) [2] method for multivariate data. We adapt the FunHDDC approach to data
with mild outliers by considering a mixture of multivariate contaminated normal
distributions. To fit the functional data in group-specific functional subspaces we
extend the parsimonious models considered in FunHDDC, and we estimate the
model parameters using an expectation-conditional maximization algorithm (ECM).
The performance of the proposed method is illustrated for simulated and real-world
functional data, and CFunHDDC outperforms FunHDDC when applied to functional
data with outliers.

Keywords: functional data, model-based clustering, contaminated normal distribu-
tions, em algorithm
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Old and New Constraints in Model Based
Clustering

Luis A. García-Escudero, Agustín Mayo-Iscar, Gianluca Morelli, and Marco Riani

Model-based approaches to cluster analysis and mixture modeling often involve
maximizing classification and mixture likelihoods. Without appropriate constrains
on the scatter matrices of the components, these maximizations result in ill-posed
problems. Moreover, without constrains, non-interesting or “spurious" clusters are
often detected by the EM and CEM algorithms traditionally used for the maxi-
mization of the likelihood criteria. A useful approach to avoid spurious solutions is
to restrict relative components scatter by a prespecified tuning constant. Recently
new methodologies for constrained parsimonious model-based clustering have been
introduced which include the 14 parsimonious models that are often applied in
model-based clustering when assuming normal components as limit cases. In this
paper we initially review the traditional approaches and illustrate through an example
the benefits of the adoption of the new constraints.

Keywords: model based clustering, mixture modelling, constraints

L.A. García-Escudero
Department of Statistics and Operational Research and IMUVA, University of Valladolid
e-mail: lagarcia@eio.uva.es

A. Mayo-Iscar
Department of Statistics and Operational Research and IMUVA, University of Valladolid
e-mail: agustinm@eio.uva.es

G. Morelli
Department of Economics and Management and Interdepartmental Centre of Robust Statistics,
University of Parma, e-mail: gianluca.morelli@unipr.it

M. Riani
Department of Economics and Management and Interdepartmental Centre of Robust Statistics,
University of Parma, e-mail: mriani@unipr.it

74

lagarcia@eio.uva.es
agustinm@eio.uva.es
gianluca.morelli@unipr.it
mriani@unipr.it


Model Based Clustering and Outlier Detection
with Missing Data

Cristina Tortora, Hung Tong, and Louis Tran

Cluster analysis is a data analysis technique that aims to produce smaller groups
of similar observations in a data set. In model-based clustering, the population is
assumed to be a convex combination of sub-populations, each of which is mod-
eled by a probability distribution. When the data are characterized by outliers the
multivariate Student-t (T) and the contaminated normal distribution (CN) provide
robust parameter estimates and therefore are more suitable choices compared to
Gaussian Mixture models. Recently, the T and CN distributions have been extended
to accommodate different tail behaviors across principal components, the models
are referred to as multiple scaled distributions, i.e., MST and MSCN respectively.
The mixture of CN has the advantage of automatically detecting outliers while the
MSCN distribution, has the advantage of directional robust parameter estimates and
outlier detection. The term “directional” implies that the parameter estimation and
outlier detection procedures work separately for each principal component. Some
practical limitations of the mentioned models are that they require the number of
clusters to be known and the data set to be complete. This work has overcome the two
mentioned limitations providing a study of indices to select the number of clusters
and presenting recent extensions of the CN and MSCN mixtures to cluster data that
contain values missing at random. All the discussed techniques are available in two
convenient R packages MSclust and MixtureMissing.

Keywords: model based clustering, outlier detection, missing values
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How to Mitigate the Effect of Outliers on
Balancing Technique

Rasool Taban, Maria do Rosário Oliveira, and Claudia Nunes Philippart

Imbalanced data brings additional difficulties to the analysis of the data since the
distribution of the number of observations across the known classes is skewed. The
skewness implies that the number of observations in the Minority class is drastically
smaller than the number of observations in the Majority class. This is a problem
since, typically, the Minority class is the interesting and relevant class. Many real-
world applications face this issue due to their natural characteristics, such as fraud
detection, rare disease detection, etc.
Balancing techniques are a common strategy to overcome imbalanced data problems,
but the presence of outliers may lead to bias and poor results, especially when the
outliers are located in the Minority class and we use classical methods.
In this work, first, we illustrate the negative effect of outliers on the performance
of classical balancing techniques. Next, we propose a robust balancing technique
to mitigate the effect of outliers - named RM-SMOTE – which combines the idea
of SMOTE with robust Mahalanobis distance. We propose to automatically down
weight atypical Minority class observations so that they have a low chance of being
selected in the resampling step.
The performance of the RM-SMOTE is evaluated using simulated data with different
levels of contamination, and benchmark imbalanced datasets. The results indicate
the superiority of RM-SMOTE when handling different proportions of outliers. In
cases where the observations are not linearly separable, RM-SMOTE superiority is
even more evident.

Keywords: imbalanced data, balancing techniques, robust mahalanobis distance,
over-sampling, smote
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Outliers Detection in Functional Data

Amovin-Assagba Martial, Gannaz Irène, and Jacques Julien

The modern technologies ease the collection of massive data at high frequency. From
a statistical point of view, these data can be considered as functional data: dis-
crete observations of random functions. One of the key problems in functional data
analysis, is the detection of outliers. For this purpose, we propose a robust
method based on contaminated Gaussian mixture models [1]. This model al-
lows both to group and to detect outliers in multivariate functional data. A mix-
ture of multivariate contaminated Gaussian distributions [2] is a Gaussian mixture
where each cluster has two components: one, with a large prior probability, repre-
sents normal observations, and the other, with a small prior probability, represents
outliers. Dimension reduction methods based on [3], are used to introduce parsimony
into the model. An ECM (Expectation-Conditional Maximization) algorithm is pro-
posed for model inference and the choice of hyper-parameters is addressed through
model selection. The model performs efficiently on simulated data. It also helps to
correctly detect outliers in the industrial data sets which motivated this work.

Keywords: outlier detection, contaminated gaussian mixture model, functional data,
model-based clustering, em algorithm
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Robustified Elastic Net Estimator for
Multinomial Regression

Fatma Sevinç Kurnaz and Peter Filzmoser

The elastic net estimator has been proposed in particular for high-dimensional low
sample size data sets [5], and it has been extended to generalized linear regression
models [1]. A fully robust version of the elastic net estimator has been introduced
for linear and logistic regression by [3]. This work is extended to the setting of
robust multinomial regression. Robustness is achieved by trimming the negative
log-likelihood function, and by introducing group-wise weights according to the
outlyingness of the observations. The procedure is implemented in the R package
enetLTS [4], using internally the R package glmnet [2]. Simulation studies and real
data examples are conducted to show the performance in comparison to the classical,
non-robust counterpart for multinomial regression.

The work was supported by grant TUBITAK 2219 from the Scientific and Tech-
nological Research Council of Turkey.

Keywords: elastic net penalty, multinomial regression, robustness, sparsity
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Optimized Symbolic Correspondence Analysis
for Multi-valued Variables

Jorge Arce Garro and Oldemar Rodríguez Rojas

In this paper, we propose an Optimized Correspondence Factorial Analysis (OCFA)
method to analyze a data table with set-valued symbolic variables. This is an ex-
tension of Symbolic Correspondence Factorial Analysis (SCFA). OCFA is a combi-
nation between Symbolic Correspondence Factorial Analysis, based on an interval
contingency data table and integer optimization. The idea is to choose the best ma-
trix of integer values inside the interval contingency data table. We are interested
in studying two different objective functions: the first one search to minimize the
distance between projections and the original points, while the second one search
to maximize the explained variance. To solve these problems, we generalize the
concepts of row and column profiles to interval row and interval column profiles,
respectively. Further, we propose two theorems to find the coordinates of the interval
contingency table in the factorial axes. All of the methods proposed in this paper
can be executed in the RSDA package, developed in R that can be downloaded from
CRAN.

Keywords: symbolic data analysis, correspondence analysis, multi-valued vari-
ables, interval contingency table
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Symbolic t-SNE and UMAP Methods for
Interval Type Variables.

Oldemar Rodríguez Rojas

UMAP (Uniform Manifold Approximation and Projection) is a very new method
for dimension reduction. UMAP method improve t-SNE (t-Distributed Stochastic
Neighbor Embedding) method for data visualization and dimensionality reduction.
The great advantage of UMAP is that it preserves better than t-SNE the global
structure with superior run time performance. The foregoing makes UMAP an ideal
method to be applied to the hyper-rectangles that are in the rows of the symbolic data
table with interval-type variables, since UMAP compresses the structure inside each
hyper-rectangle very well and at the same time better preserves the global structure
of the clusters generated by each hyper-rectangle. This paper presents an adapted
version of the t-SNE and UMAP methods for interval type variables. In addition, R
and Python codes for both generalizations are presented.

Keywords: symbolic data analysis, t-SNE, umap, interval variables.

References

1. Arce, J. and Rodríguez, O. (2019). Optimized dimensionality reduction methods for interval-
valued variables and their application to facial recognition. Entropy 2019 https://doi.or
g/10.3390/e21101016

2. Billard, L. and Diday, E. (2006). Symbolic Data Analysis: Conceptual Statistics and Data
Mining (United Kingdom: John Wiley & Sons Ltd)

3. Cazes, P., Chouakria, A., Diday, E., and Schektman, Y. (1997). Extension de l’analyse en
com-posantes principales à des données de type intervalle. Statistique Appliquée XLV 3, 5–24

4. Douzal-Chouakria, A., Billard, L., Diday, E., and Schektman, Y. (2011). Principal component
analysis for interval-valued observations. Statistical Analysis and Data Mining XLV 4, 229–
246. 10.1002/sam

5. Laurens Van der Maaten, L. and Hinton, G. (2008) Visualizing Data using t-SNE. Journal of
Machine Learning Research, 9,86,2579-2605, http://jmlr.org/papers/v9/vandermaa
ten08a.html

6. McInnes, L., Healy, J., and Melville, J. (2018). UMAP: Uniform Manifold Approxima-
tion and Projection for Dimension Reduction. cite arxiv:1802.03426Comment: Reference
implementation available at http://gith ub.com /lmcinnes/um ap 6, 352–357.
http://arxiv.org/abs/1802.03426

7. Rodríguez, O. (2007). Correspondence analysis for symbolic multi-valued variables. Carme
2007, Rotterdam, The Netherlands. http://www.carme-n.org/carme2007/.

8. Rodriguez, O. (2021). RSDA: R to Symbolic Data Analysis. R package version 3.0.9

Oldemar Rodríguez Rojas
School of Mathematics, Research Center in Pure and Applied Mathematics (CIMPA), University
of Costa Rica, Costa Rica e-mail: oldemar.rodriguez@ucr.ac.cr.

80

https://doi.org/10.3390/e21101016
https://doi.org/10.3390/e21101016
10.1002/sam
http://jmlr.org/papers/v9/vandermaaten08a.html
http://jmlr.org/papers/v9/vandermaaten08a.html
http://github.com/lmcinnes/umap
http://arxiv.org/abs/1802.03426
oldemar.rodriguez@ucr.ac.cr


Two-stage Principal Component Analysis on
Interval-valued Data Using Patterned
Covariance Structure

Anuradha Roy

A new approach is developed for facial recognition using principal component
analysis of interval-valued data. We exploit patterned covariance structures in doing
so and we accomplish this in two stages: first, we get eigenblocks and eigenmatrices
of the patterned variance-covariance matrix, and then we analyze these eigenblocks
and the corresponding principal vectors together in some appropriate way to get the
principal components of the interval-valued data. We apply our method to the face
recognition data in [2]. We take care of the three sequences of each face by using
structured covariance matrices and answer the question whether three sequences
belong to the same face or not. Face sequence recognition or classification is an
important problem as face might slightly change due to several reasons. Results
illustrating the accuracy and appropriateness of the new method over the existing
methods are presented.

Keywords: interval-valued data, patterned covariance structures, eigenblocks and
eigenmatrices, principal vectors
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Detection of the Biliary Atresia Using Deep
Convolutional Neural Networks Based on
Statistical Learning Weights via Optimal
Similarity and Resampling Methods

Kuniyoshi Hayashi, Eri Hoshino, Mitsuyoshi Suzuki, Erika Nakanishi, Kotomi
Sakai, and Masayuki Obatake

Recently, artificial intelligence methods have been applied in several fields, and their
usefulness is attracting attention. Neural networks are representative online models
for prediction and discrimination. Many online methods require large training data
to attain sufficient convergence. Thus, online models may not converge effectively
for low and noisy training datasets. For such cases, to realize effective learning con-
vergence in online models, we introduce statistical insights into an existing method
to set the initial weights of deep convolutional neural networks. Using an optimal
similarity and resampling method, we proposed an initial weight configuration ap-
proach for neural networks. For a practice example, identification of biliary atresia
(a rare disease), we verified the usefulness of the proposed method by comparing
existing methods that also set initial weights of neural networks.

Keywords: auc, bootstrap method, sensitivity and specificity, projection matrix
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Variational Autoencoder with Gamma Mixture
for Clustering Right-skewed Data

Jinwon Heo and Jangsun Baek

Generative models such as generative adversarial network(GAN), autoencoder(AE),
and variational autoencoder(VAE) enable model-based clustering to be undertaken
because they can learn and extract significant features from data. Among them, varia-
tional autoencoder with deep embedding(VaDE) [2, 3] is an unsupervised clustering
method proposed within the VAE framework by assuming Gaussian distribution
for both the marginal distribution of the latent feature vector and the conditional
distribution of data given the latent vector. Several analyses of many real microar-
ray datasets have suggested that the empirical distribution of gene expression levels
is approximately right-skewed like log-normal with some extreme values depend-
ing on the biological samples under investigation. Therefore, the above approach
is sensitive to both non-normality of the data and extreme expression levels. We
propose a new VAE approach based on gamma mixture that efficiently fits data
with right-skewed distribution. We derive the evidence lower bound (ELBO) and
optimize the ELBO using the reparameterization trick for gamma distribution and
Stochastic Gradient Variational Bayes estimator. The proposed method is applied to
some high-dimensional real gene expression datasets and single-cell RNA-seq data
with small sample sizes and shows its better performance over the existing genera-
tive models including statistical model-based method such as mixtures of common
t-factor analyzers [3].

Keywords: clustering, variational autoencoder, gamma distribution
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An Efficient Way to Identify Inliers via
Inlier-memorization Effect of Deep Generative
Models

Dongha Kim, Jaesung Hwang, and Yongdai Kim
Identifying whether a given sample is an outlier or not is a significant issue in various
real-world domains. Many trials have developed outlier detection methods, but they
mainly presumed no outliers in the training data set. This study considers a more
general situation where training data contains some outliers, and any information
about inliers and outliers is not given. We propose a powerful and efficient learning
framework to identify inliers in a training data set using deep neural networks. We
start with a new observation, called the inlier-memorization effect, that when we
train a deep generative model with data contaminated with outliers, the model first
memorizes inliers before outliers. Exploiting this finding, we develop a new method
called Outlier Detection via the Inlier-Memorization effect (ODIM). The ODIM only
requires a few updates; thus, it is fast and efficient. We also provide a data-adaptive
strategy to find the optimal number of updates, which makes the ODIM applied to
real domains at ease. We empirically demonstrate that our method can refine inliers
successfully in both tabular and image data sets.

Keywords: unsupervised anomaly detection, deep generative models, inlier-memorization
effect
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Three-way Spectral Clustering

Cinzia Di Nuzzo and Salvatore Ingrassia

In this paper, we present a spectral clustering approach for clustering three-way data.
Three-way data concerns data characterized by three modes: 𝑛 units, 𝑝 variables, and
𝑡 different occasions. In other words, three-way data contain a 𝑡 × 𝑝 observed matrix
for each statistical observation. The units generated by simultaneous observation of
variables in different contexts are usually structured as three-way data, so each unit
is basically represented as a matrix. The spectral clustering application to three-way
data can be a powerful tool for unsupervised classification. Here, one example on
real three-way data have been presented showing that spectral clustering method is
a competitive method to cluster this type of data.

Keywords: spectral clustering, kernel function, three-way data
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Fuzzy Clustering by Hyperbolic Smoothing

David Masís, Esteban Segura, Javier Trejos, and Adilson Xavier

We propose a novel method for building fuzzy clusters of large data sets, using a
smoothing numerical approach. The usual sum-of-squares criterion is relaxed so
the search for good fuzzy partitions is made on a continuous space, rather than a
discrete space as in classical methods [2]. The smoothing allows a conversion from a
strongly non-differentiable problem into low dimensional differentiable subproblems
of optimization without constraints, by using an infinitely differentiable function.
For the implementation of the algorithm we used the statistical software 𝑅 and the
results obtained were compared to the traditional fuzzy 𝐶–means method, proposed
by Bezdek [1].

Keywords: clustering, fuzzy sets, numerical smoothing.
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Combining KDE and DBSCAN Clustering to
Understand Road Traffic Accidents: the Case of
Setúbal, Portugal

Pedro Nogueira, Marcelo Silva, Paulo Infante, Paulo Rebelo Manuel, Leonor Rego,
Anabela Afonso, and Gonçalo Jacinto

Road traffic accidents (RTA) constitute a scourge that modern societies face, with
an increasing death toll each passing year. Deep knowledge of the conditioning
factors might help to mitigate this problem. Understanding the RTA location and
what variables play a role are keys to foster road safety and outline prevention
policies. The analysis of hotspots location based on RTA is the most common
approach to understand the relations between neighboring accidents, looking for
spatial significance. Herein, it is proposed that the comparison and analysis of
hotspots with the clusters defined by DBSCAN algorithm is a valid tool to further
clarify the spatial distribution of RTA. Data from the Portuguese district of Setúbal
between the years 2016 and 2019 was used and the following datasets/subsets were
defined: i) all accidents, ii) accidents with victims, and iii) accidents with fatalities
and/or major injuries. The Kernel Density Estimation (KDE)was used with a quartic
function to define the hotspots in QGIS.
The comparison of the hotspots with DBSCAN results allow us to conclude that:
A) datasets i) and ii) have similar hotspot locations and there is no relation between
hotspots and DBSCAN clusters, a single cluster comprises all the hotspots, being
the other for small patches randomly distributed in the studied area; B) For dataset
iii) the hotspots are not well defined, with one exception, whereas DBSCAN creates
two clusters, separating urban areas with dense traffic, from more rural areas with
traffic concentrated in high-speed roads; C) Moreover, for dataset iii) the remaining
DBSCAN clusters define RTA in specific low traffic roads. These low traffic roads
are, therefore, the targets that are prone to deepen the studies for understanding the
location of RTA with fatalities or major injuries.
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Similarity Forest for Time Series Classification

Tomasz Górecki, Maciej Łuczak, and Paweł Piasecki

The idea of similarity forest comes from Sathe and Aggarwal [1] and is derived
from random forest. Random forests proved to be one of the most excellent methods,
showing top performance across a vast array of domains, preserving simplicity, time
efficiency, still being interpretable at the same time. However, its usage is limited to
multidimensional data. Similarity forest does not require such representation — it is
only needed to compute similarities between observations. Thus, it may be applied
to data, for which multidimensional representation is not available. In this paper,
we propose the implementation of similarity forest for time series classification. We
compare the performance of similarity forest with 1NN classifier and random forest
on the UCR benchmark database. We show that similarity forest with DTW, taking
into account mean ranks, outperforms other classifiers. The comparison is enriched
with statistical analysis.

Keywords: time series, time series classification, random forest, similarity forest
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Uncovering Regions of Maximum Dissimilarity
on Random Process Data

Miguel de Carvalho and Gabriel Martos Venturini

Everyday millions of data patterns flow around the world at unprecedented speed,
thus leading to an explosion on the demand for modeling stochastic process data—
such as time series, point processes, and functional data; each of these types of data
plays a key role in machine learning, as can be seen, for instance, from the recent
papers of [1], [2], and [3]. Hand in hand with this shock on demand arrived a pressing
need for the development of data-intensive methods, techniques, and algorithms for
learning and comparing random processes.

In this talk, I will propose a statistical method that learns about regions with a
certain volume, where the marginal attributes of two processes are less similar. The
proposed methods are devised in full generality for the setting where the data of
interest are themselves stochastic processes, and thus the proposed method can be
used for pointing out the regions of maximum dissimilarity with a certain volume,
in the contexts of functional data, time series, and point processes. The parameter
functions underlying both stochastic processes of interest are modeled via a basis
representation, and Bayesian inference is conducted via an integrated nested Laplace
approximation. The numerical studies validate the proposed methods, and we show-
case their application with case studies on criminology, finance, and medicine.

Keywords: functional parameters, multi-objective optimization, pairs of random
processes, Kolmogorov metric, set function optimization, Youden J statistic
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Franz Liszt’s Transcendental Études: an
Evolutionary Analysis by Machine Learning

Matteo Farnè

Musical data mining is a young discipline, that is gaining momentum in recent
years (see [1]). In this paper, we apply the most relevant tools of Music Information
Retrieval (MIR, see [2]) to Franz Liszt’s Transcendental Études, with the aim to
mark the evolution of his composition style and musical grammar. We consider the
three versions of Transcendental Études published by the composer in 1826, 1837
and 1851. We perform a systematic evolutionary analysis of each Étude, and we
compare different recordings of some Études.

For each trace, we estimate the amplitude spectrum, the envelope spectrum, and
the spectrogram, in order to retrieve the musical content in terms of frequencies
and intensity over time. Based on the estimated spectral features, we derive the
chromagram, that is the redistribution of the spectrum over the twelve notes of the
chromatic scale across all the registers. We also perform a segmentation based on the
degree of novelty, intended as spectral dissimilarity, calculated frame-by-frame via
the cosine distance. This process allows to discover and compare the macro-formal
structure of the Études across the three published versions in terms of harmonic and
melodic content.

Generally speaking, we learn that the first version represents a sketch of each
Étude, the second version is a highly technical evolution of the first version, while
the definitive version is characterized by the high degree of technical difficulty of
the second version and the same formal clarity of the first version.

Keywords: musical data mining, spectral analysis, Franz Liszt
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Quantile-distribution Functions and Their Use
for Classification

Edoardo Redivo, Cinzia Viroli, and Alessio Farcomeni

We develop a flexible parametric framework for the estimation of quantile functions.
The method involves the specification of an analytical quantile distribution function
for the data at hand [1]. We focus on quantile functions that are linear with respect
to their parameters, such as the flattened generalized logistic distribution [2]: these
can adapt to a wide range of distributional shapes and allow for the estimation to be
carried out through a computationally efficient least-squares method based on the
order statistics.
Inferential properties of this estimator, such as its asymptotic distribution, are de-
rived, and these allow for the definition of a test of hypothesis for the equality of two
distributions. The properties of the test are evaluated via a simulation study.
Our method of quantile function estimation is implemented as a density estimation
method in the naïve Bayes classifier. This innovation is compared to standard ap-
proaches for the classifier in a simulation study, and is illustrated on a real data set
coming from microRNA profiling in human Medulloblastoma. Moreover, the test of
hypothesis is shown to be useful as a variable selection method.

Keywords: quantile function estimation, naïve bayes, variable selection
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Analysis of Gini Splitting Criterion and
Comparison with Maximum Likelihood Rule

Amirah S. Alharthi and Charles C. Taylor

A commonly used criterion in decision trees is the Gini index. Considering random
variables from two populations, with priors 𝑝1 and 𝑝2, the expected value of the
Gini function is given by the asymptotic result: (𝐹1 (𝑥) −𝐹2 (𝑥))2/{𝐹 (𝑥) (1−𝐹 (𝑥))},
where class 𝑖 has distribution function 𝐹𝑖 (𝑥) and 𝐹 (𝑥) = 𝑝1𝐹1 (𝑥) + 𝑝2𝐹2 (𝑥) [1]. In
this population setting, 𝑥 would be chosen to maximize this. This result is obtained
by taking the conditional expectation of the weighted Gini expression:

∑
𝑖 𝑁

2
𝐿𝑖
/𝑁𝐿 +

𝑁2
𝑅𝑖
/𝑁𝑅, in which the random variables𝑁𝐿1 denote the number in class 1 to the left of

a split, etc. In contrast, the maximum likelihood (ML) classifier allocates according
to arg max(𝑝1 𝑓1 (𝑥), 𝑝2 𝑓2 (𝑥)), where 𝑓𝑖 (𝑥) is the density of the 𝑖th population.

We consider the case of two normal populations, where (without loss of generality)
𝑓1 (𝑥) is the standard normal distribution, and 𝑓2 (𝑥) is normal with mean 𝜇 > 0 and
variance 𝜎2, to find cases in which the two splitting rules are the same, or differ.
When 𝑝1 = 𝑝2 = 1/2 and 𝜎 = 1 both rules will split at 𝑥 = 𝜇/2.

When 𝜎 = 1, then ML gives a split at 𝜇/2 + 𝜇−1 log(𝑝1/𝑝2), whereas an ap-
proximate solution for the Gini split, obtained by taking the derivative of the log
of the above expected value, then taking a Taylor series expansion around 𝑥 = 𝜇/2
and equating to zero, is: 𝜇/2 + 2𝑃2√2𝜋(𝑝2 − 𝑝1)/{4𝑃 exp(−𝜇2/8) − 𝜇

√
2𝜋}, where

𝑃 = 2Φ(𝜇/2) − 1 and Φ(·) is the CDF of the standard normal distribution. When
𝑝1 ≠ 𝑝2, differences may be large, particularly as 𝜇 gets closer to 0. In this case when
𝜎 = 1, the Gini split is always in the interval (0, 𝜇). When 𝑝1 ≠ 𝑝2 we have not
been able to obtain an approximation to the Gini solution for general 𝜎. However, in
some examples, it can be seen that the MLE split and Gini split are generally closer
together and there are cases in which neither split is in the interval (0, 𝜇).
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Envelope-based Support Vector Machine
Classifier

Alya Alzahrani and Andreas Artemiou

The envelope method is a relatively new and efficient dimension reduction technique
that was introduced in the regression framework by Cook 2010 [2]. In this work,
we extended this method to classification and developed a new projection-based ap-
proach based on a Support Vector Machine (SVM) classifier. Our proposed classifier
is obtained by combining the envelope method and SVM to achieve a better and more
efficient classification. Using the idea of the envelope to extract a lower-dimensional
subspace projected the data on has advanced the classification performance.

Keywords: classification, dimension reduction, support vector machine, envelope
methods.
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A Moment-free Measure of Multivariate
Skewness

Andrzej Sokolowski and Malgorzata Markowska

Multivariate skewness measures proposed in the literature are usually generalizations
of univariate ones, and are based on the third central moment or Pearson’s relation
between mode, mean and standard deviation. Popular measure was proposed by
Mardia [2], and good review of other propositions can be found in [1]. The aim of
the paper is to propose a new measure of sample multivariate skewness which uses
the idea of a ”mirror observation”. The measure is calculated on standardized data.
The ”mirror observation” is an artificial point lying on the line from the given data
point through the coordinate origin, within the same distance to the origin as the
actual point, and located on the other side of the origin. Then the distance from the
real data point closest to the mirror one is used in the construction of the measure,
which is finally the average over all data points. The problem of assymetry sign
is discussed as well as the distribution of the measure under multivariate normal
distribution. The empirical example compares the multivariate skewness of different
socio-economic spheres in European Union countries distribution.

Keywords: multivariate skewness, nearest neighbor, european union countries
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The Weighted RV Coefficient: Exact Moments
by Invariant Orthogonal Integration

François Bavaud

Weighted configurations (f,D), describing the squared Euclidean dissimilarities D
between 𝑛 objects endowed with a normalized vector of weights f, are pervasive
in Data Analysis. Weighted classical MDS, returning the configuration coordinates
maximizing the low-dimensional proportion of inertia, obtains as a straightforward
generalization of the well-known Torgerson-Gower procedure. It is based upon the
spectral decomposition of the matrix of weighted scalar products or kernel K.

Comparing two weighted configurations (f,D𝑋) and (f,D𝑌 ) with identical
weights f can be performed by computing the coefficient CV𝑋𝑌 = trace(K𝑋K𝑌 ),
or its normalized version RV𝑋𝑌 = CV𝑋𝑌/

√
CV𝑋𝑋CV𝑌𝑌 ∈ [0, 1], which constitutes the

weighted extension of the RV similarity coefficient [1].
In the literature, there seems to be no complete agreement for the expressions of

the null expectation of the RV first moments, permitting to asses the significance of
the association between two configurations. We propose a new procedure consisting
to integrate out products of orthogonal matrices occurring in the spectral decom-
positions of K𝑋 and K𝑌 , yielding exact expressions for the three first moments of
the weighted RV coefficient; they depend on 𝑛 and on the spectral moments of the
eigenvalues of K𝑋 and K𝑌 (their scree graphs), but not on f.

Besides its relevance for applications (the scope of data analytic problems able to
be expressed by various kernels, including conditional kernels, seems inexhaustible),
the present approach sheds new light on some formal issues of interest, such as:
• Under the null distribution, the skewness of the RV coefficient is here proportional

to the product of both spectral skewness, thus implying a positive RV skewness
for most "natural" configurations, as often noticed in the literature [2].

• The traditional Moran test of spatial auto-correlation fits info the present frame-
work, and its application can be generalized to multivariate features (and weighted
regions) by the introduction of an exact variance-deflating correction.

Keywords: weighted Rv coefficient, permutation test, orthogonal Haar integration
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Testing Equality of Multivariate Coefficients of
Variation

Marc Ditzhaus and Łukasz Smaga

The univariate coefficient of variation is well known unit-free variability measure,
which is often applicable. There are a few its multivariate extensions, and no one is
assumed to be a default [2]. Moreover, only for one of the multivariate coefficients
of variation, statistical tests are known for verifying their equality in several groups
[1, 3]. In this paper, we would like to fill this gap. We prove that the asymptotic
distribution of the estimators of multivariate coefficients of variation is normal with
appropriate variances. Using this result, we construct a Wald-type test statistics,
whose distributions are approximated by the permutation method. The properties of
the obtained tests are investigated in simulation studies. We consider the control of
type I error level and power.

Keywords: multivariate coefficient of variation, permutation method, statistical test

References

1. Aerts, S., Haesbroeck, G.: Robust asymptotic tests for the equality of multivariate coefficients
of variation. Test 26, 163–187 (2017)

2. Albert, A., Zhang, L.: A novel definition of the multivariate coefficient of variation. Biom. J.
52, 667–675 (2010)

3. Ditzhaus, M., Smaga, Ł.: Permutation test for the multivariate coefficient of variation in
factorial designs. J. Multivariate Anal. 187, 104848 (2022)

Marc Ditzhaus
Institute for Mathematics, Otto-von-Guericke University Magdeburg, Magdeburg, Germany,
e-mail: marc.ditzhaus@ovgu.de

Łukasz Smaga
Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Poznań, Poland,
e-mail: ls@amu.edu.pl

96

marc.ditzhaus@ovgu.de
ls@amu.edu.pl


A New Regression Model for the Analysis of
Microbiome Data

Roberto Ascari and Sonia Migliorati

Human microbiome data are becoming extremely common in biomedical research
due to the relevant connections with different types of diseases. A widespread discrete
distribution to analyze this kind of data is the Dirichlet-multinomial. Despite its
popularity, this distribution often fails in modeling microbiome data due to the strict
parameterization imposed on its covariance matrix.
The aim of this work is to propose a new distribution for analyzing microbiome data
and to define a regression model based on it. The new distribution can be expressed
as a structured finite mixture model with Dirichlet-multinomial components. We
illustrate how this mixture structure can improve a microbiome data analysis to cluster
patients into "enterotypes", which are a classification based on the bacteriological
composition of gut microbiota. The comparison between the two models is performed
through an application to a real gut microbiome dataset.

Keywords: count data, bayesian inference, mixture model, multivariate regression
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The Death Process in Italy Before and During
the Covid-19 Pandemic: a Functional
Compositional Approach

Riccardo Scimone, Alessandra Menafoglio, Laura M. Sangalli, and Piercesare
Secchi

In this talk, based on [1], we propose a spatio-temporal analysis of daily death
counts in Italy, collected by ISTAT (Italian Statistical Institute), in Italian provinces
and municipalities. While in [1] the focus was on the elderly class (70+ years old),
we here focus on the middle class (50-69 years old), carrying out analogous analyses
and comparative observations. We analyse historical provincial data starting from
2011 up to 2020, year in which the impacts of the Covid-19 pandemic on the overall
death process are assessed and analysed. The cornerstone of our analysis pipeline
is a novel functional compositional representation for the death counts during each
calendar year: specifically, we work with mortality densities over the calendar year,
embedding them in the Bayes space 𝐵2 of probability density functions. This Hilbert
space embedding allows for the formulation of functional linear models, which are
used to split each yearly realization of the mortality density process in a predictable
and an unpredictable component, based on the mortality in previous years. The
unpredictable components of the mortality density are then spatially analysed in
the framework of Object Oriented Spatial Statistics. Via spatial downscaling of the
results obtained at the provincial level, we obtain smooth predictions at the fine
scale of Italian municipalities; this also enable us to perform anomaly detection,
identifying municipalities which behave unusually with respect to the surroundings

Keywords: covid-19, o2s2, functional data analysis, spatial downscaling
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Sampling Design for Uncovering Natural Laws in
Compositional Data

Lan Liang, Glòria Mateu-Figueras, and Jan Graffelman

Natural law refers to a stable mathematical relationship being constructed by some
parts of the composition obtained from nature. One of the common forms of natural
laws in the composition is the constant logcontrast relationship between parts, usually
indicating a compositional system at an equilibrium state. A statistical approach to
detecting this form of law includes two steps: 1) collecting appropriate data for
the analysis, and 2) choosing proper statistical methods to analyze the data. In
the aspect of statistical methodology, ample studies have shown that the logratio
principal component analysis (LR-PCA) is an effective tool for detecting the constant
logcontrast patterns [1, 2]. However, though the sampling design is also an important
aspect of statistical design, limited literature discusses its effect on drawing accurate
conclusions about the laws in composition. Therefore, this study aims to investigate
the limitations of different sampling methods on LR-PCA procedure and develop
more suitable sampling strategies for law detection.

Through a simulation study of genotype frequencies in Hardy Weinberg Equilib-
rium (HWE), we found that when generating a 3D compositional data set containing
HWE law, if one variable is assigned an exact value and thus has a small variance, the
ratios between pair-wise variables are close to constants. In this context, the LR-PCA
may report the proportionality between two parts instead of the law of interest. To
avoid this problem, high heterogeneity in compositional samples is required.

Keywords: compositional data, natural law, constant logcontrast, logratio principal
component analysis (LR-PCA), sampling
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Penalized Model-based Functional Clustering: a
Regularization Approach via Shrinkage Methods

Nicola Pronello, Rosaria Ignaccolo, Luigi Ippoliti, and Sara Fontanella

With the advance of modern technology, and with data being recorded continuously,
functional data analysis has gained a lot of popularity in recent years. Working
in a mixture model-based framework, we develop a flexible functional clustering
technique achieving dimensionality reduction schemes through a 𝐿1 penalization.
The proposed procedure results in an integrated modelling approach where shrinkage
techniques are applied to enable sparse solutions in both the means and the covariance
matrices of the mixture components, while preserving the underlying clustering
structure. This leads to an entirely data-driven methodology suitable for simultaneous
dimensionality reduction and clustering. Preliminary experimental results, both from
simulation and real data, show that the proposed methodology is worth considering
within the framework of functional clustering.

Keywords: functional data analysis, 𝑙1 penalty, silhouette width, graphical lasso,
mixture model.
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Clustering in FDA Mixing the Epigraph and the
Hypograph Indexes with Machine Learning
Algorithms

Belén Pulido, Alba M. Franco-Pereira, and Rosa E. Lillo

Clustering is considered as one of the most used techniques in Data Science. Cluster-
ing functional data is a challenging problem since it involves working in an infinite
dimensional space. In this work this problem is addressed by applying the epigraph
and the hypograph indexes to a functional dataset and thereby, converting it from a
functional data problem into a multivariate problem. See [1]. Once the multivariate
dataset is obtained, the techniques that have been fully studied in the literature for
clustering multivariate data can be applied, including both procedures typical of the
area of Statistics and those from the machine learning field. This methodology is
applied to both simulated and real datasets, and it is also compared to two clustering
techniques originally designed for functional data ([2] and [3]).

Keywords: epigraph, hypograph, clustering, functional data, machine learning al-
gorithms
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Localization Processes for Functional Data
Classification

Antonio Elías, Raúl Jiménez, and Joseph E. Yukich

We propose an alternative to 𝑘-nearest neighbors for functional data whereby the
approximating neighboring curves are piecewise functions built from a functional
sample. Using a locally defined distance function that satisfies stabilization criteria,
we establish pointwise and global approximation results in function spaces when
the number of data curves is large enough. We exploit this feature to develop the
asymptotic theory when a finite number of curves is observed at time-points given
by an i.i.d. sample whose cardinality increases up to infinity. We use these results
to study the problem of functional classification and outlier detection. For such
problems our methods are competitive with and sometimes superior to benchmark
predictions in the field.

Keywords: functional data classification, nearest neighbors, outlier detection
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A New Functional Data Clustering Technique
Based on Spectral Clustering and Downsampling

Maryam Al Alawi, Surajit Ray, and Mayetri Gupta

We present a new framework for clustering functional data along with a new paradigm
for performing model selection based on downsampling. Our clustering framework is
a generalisatiion of the spectral clustering approach and is flexible enough to exploit
higher order features of curves, including derivatives. Extensive comparative studies
with existing methods show a clear advantage of our approach over existing functional
data analysis clustering approaches. Additionally, we present a new paradigm for
model selection, by introducing the technique of downsampling, which allows us
to create lower resolution replicates of the observed curves. These replicates can
then be used to provide insight into the tuning parameters for the specific clustering
techniques. The usefulness of the proposed methods is illustrated through simulations
and applications to real-life datasets.

Keywords: clustering, clustering stability, functional data analysis, model selection,
functional data clustering
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Parsimonious Mixtures of Seemingly Unrelated
Contaminated Normal Regression Models

Gabriele Perrone and Gabriele Soffritti

In recent years, the research into multivariate linear regression based on finite mixture
models has been intense. With such an approach, it is possible to perform regression
analysis for a multivariate response by taking account of the possible presence of
several unknown homogeneous groups, each of which is characterised by a different
linear regression model. For a continuous multivariate response, mixtures of normal
regression models are generally employed. However, in real data, mildly atypical
observations can negatively affect the estimation of the regression parameters under
a normal distribution in each mixture component. Robust methods insensitive to the
presence of such observations have been recently introduced [1]. Furthermore, in
some fields of research, a multivariate regression model with a different vector of
covariates for each response should be specified, based on some prior information
to be conveyed in the analysis. This approach has been recently embedded into the
framework of Gaussian mixture models [2]. To take account of all these aspects,
mixtures of seemingly unrelated contaminated normal regression models has been
defined [3]. A further extension is presented here so as to ensure parsimony, which
is obtained by imposing constraints on the component-covariance matrices. The
resulting parsimonious mixtures of seemingly unrelated contaminated regression
models are described together with an illustration of their practical usefulness.

Keywords: contaminated normal distribution, ecm algorithm, mixture of regression
models, model-based cluster analysis, seemingly unrelated regression.
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Monitoring Hyperparameter Choice for Robust
Cluster Weighted Model

Andrea Cappozzo, Luis A. García-Escudero, Francesca Greselin, and Agustín
Mayo-Iscar

The estimation of the Cluster Weighted Model is particularly attractive for providing
explicit modeling of the explanatory variables, in a mixture of regression. The Robust
version of the model requires the specification of a set of crucial parameters, like
the proportion of trimmed units 𝛼, the thresholds to be adopted for the constrained
estimation of groups scatter and for regression errors, beyond the number of com-
ponents of the Mixture. To assist the choice of such hyper-parameters, a monitoring
methodology could be of great help. The purpose is to provide a set of graphical tools
to guide the final user in making an informed judgment, considering a landscape of
plausible choices. The final output offers a set of optimal solutions, featured by the
interval of hyper-parameters values in which their optimality holds, their stability
and validity. An assessment of the role and extent of the outlying observations has
been provided, introducing three new silhouette plots. The purpose is to understand
the possible effects of the contaminated observations, with respect to the clustering
of the covariate 𝑋 , and the local regression lines𝑌 , following the nature of the Cluster
Weighted model.

Keywords: cluster-weighted modeling, outliers, trimmed bic, eigenvalue constraint,
monitoring, model-based clustering, robust estimation
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Latent Block Regression Model

Rafika Boutalbi, Lazhar Labiod, and Mohamed Nadif

When dealing with high dimensional sparse data, such as in recommender systems,
co-clustering turns out to be more beneficial than one-sided clustering, even if one
is interested in clustering along one dimension only. Thereby, co-clusterwise is a
natural extension of clusterwise. Unfortunately, all of the existing approaches do not
consider covariates on both dimensions of a data matrix. In this paper, we propose
a Latent Block Regression Model (LBRM) overcoming this limit. For inference,
we propose an algorithm performing simultaneously co-clustering and regression
where a linear regression model characterizes each block. Placing the estimate of the
model parameters under the maximum likelihood approach, we derive a Variational
Expectation-Maximization (VEM) algorithm for estimating the model’s parameters.
The finality of the proposed VEM-LBRM is illustrated through simulated datasets.

Keywords: co-clustering, clusterwise, tensor, data mining
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Towards a Bi-stochastic Matrix Approximation
of 𝒌-means and Some Variants

Lazhar Labiod and Mohamed Nadif

The k-means algorithm and some k-means variants have been shown to be useful and
effective to tackle the clustering problem. In this paper we embed k-means variants
in a bi-stochastic matrix approximation (BMA) framework. Then we derive from
the k-means objective function a new formulation of the criterion. In particular, we
show that some k-means variants are equivalent to algebraic problem of bi-stochastic
matrix approximation under some suitable constraints. For optimizing the derived
objective function, we develop two algorithms; the first one consists in learning a
bi-stochastic similarity matrix while the second seeks for the optimal partition which
is the equilibrium state of a Markov chain process. Numerical experiments on real
data-sets demonstrate the interest of our approach..

Keywords: k-means, reduced k-means, factorial k-means, bi-stochastic matrix
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Clustering Brain Connectomes Through a
Density-peak Approach

Riccardo Giubilei

The density-peak (DP) algorithm is a mode-based clustering method that identifies
cluster centers as data points being surrounded by neighbors with lower density
and far away from points with higher density. Since its introduction in 2014, DP
has reaped considerable success for its favorable properties. A striking advantage is
that it does not require data to be embedded in vector spaces, potentially enabling
applications to arbitrary data types. In this work, we propose improvements to
overcome two main limitations of the original DP approach, i.e., the unstable density
estimation and the absence of an automatic procedure for selecting cluster centers.
Then, we apply the resulting method to the increasingly important task of graph
clustering, here intended as gathering together similar graphs. Potential implications
include grouping similar brain networks for ability assessment or disease prevention,
as well as clustering different snapshots of the same network evolving over time to
identify similar patterns or abrupt changes. We test our method in an empirical
analysis whose goal is clustering brain connectomes to distinguish between patients
affected by schizophrenia and healthy controls. Results show that, in the specific
analysis, our method outperforms many existing competitors for graph clustering.

Keywords: nonparametric statistics, mode-based clustering, networks, graph clus-
tering, kernel density estimation.
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New Metrics for Classifying Phylogenetic Trees
Using 𝒌-means and the Symmetric Difference
Metric

Nadia Tahiri and Aleksandr Koshkarov

The 𝑘-means method can be adapted to any type of metric space and is sometimes
linked to the median procedures. This is the case for symmetric difference metric (or
Robinson and Foulds [1]) distance in phylogeny, where it can lead to median trees
as well as to Euclidean Embedding. We show how a specific version of the popular
𝑘-means clustering algorithm, based on interesting properties of the Robinson and
Foulds topological distance, can be used to partition a given set of trees into one
(when the data is homogeneous) or several (when the data is heterogeneous) cluster(s)
of trees. We have adapted the popular cluster validity indices of Silhouette, and Gap
to tree clustering with 𝑘-means based on a previous work by Tahiri et al. [2]. In this
article, we will show results of this new approach on a real dataset (aminoacyl-tRNA
synthetases) of Woese et al. [3]. The new version of phylogenetic tree clustering
makes the new method well suited for the analysis of large genomic datasets.

Keywords: clustering, symmetric difference metrics, 𝑘-means, phylogenetic trees,
cluster validity indices
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Alternating Optimization Framework for Sparse
Simultaneous Component Analysis Based on
Data Integration

Rosember Guerra-Urzola, Juan C. Vera, Katrĳn Van Deun, and Klaas Sĳtsma

Given multiple data blocks from different sources sharing the same observations
(such as psychological questionnaires or genetic risk scores), Simultaneous Com-
ponent Analysis (SCA) aims to find a few linear combinations of the variables
that explain as much as possible the variability in the joined data set. However,
rooting the analysis on all variables makes interpretability difficult, especially in
high-dimensional settings. Therefore, looking for a sparse structure is natural; it
identifies the common and distinctive source of variation across all data blocks.
Solving the sparse SCA problem is intractable, given its combinatorial nature. Here,
the nonconvex SCA problem is formulated as different convex maximization prob-
lems over the sphere, inducing sparsity via cardinality constraint and lasso penalties.
To solve these models, optimization algorithms based on the alternating directions
methods are proposed; these algorithms find high-quality feasible solutions for large
dimensions. Extensive experiments, including a real-world data set, are used to assess
the solution quality, computational time, and scalability of the methods.

Keywords: alternating optimization, dimension reduction, simultaneous compo-
nent analysis
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Joint Sparse Principal Component Analysis

Katrĳn Van Deun

Comparing multivariate relations between different groups forms the core of many
studies in the empirical sciences. Latent variable approaches such as principal com-
ponent and factor analysis are most useful (and used) to explore such multivariate
relations. The loadings are key to the interpretation of these latent variable models
as they express the strength of association of the observed variables with the latent
variables. Preferably variables load on one or a few components/factors only and
have zero loadings elsewhere as this eases interpretation. In addition, when compar-
ing multiple groups, also a clear distinction between those variables that function
in the same way over groups and those that do not is needed: Loadings should be
exactly equal between those groups where the variables function in the same way
and unequal elsewhere. In this paper we propose a multigroup latent variable model,
called joint sparse principal component analysis, that has these properties. Sparsity
is imposed using cardinality constraints while equal loadings are obtained as the
result of a fusion penalty. We efficiently solve the estimation problem by use of an
alternating optimization procedure that includes the alternating direction method
of multipliers (ADMM) as one of the steps. Tuning of the cardinality and fusion
penalty is based on the index of sparseness. We illustrate with an example on the
co-occurrence of experienced symptoms by cancer survivors belonging to different
tumor types.

Keywords: multigroup data, regularized PCA, ADMM
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Joint Sparse Principal Component Analysis: a
Simulation Study

Tra Le and Katrĳn Van Deun

Measurement invariance is of great importance in the social and behavioral sci-
ences, as it allows for generalization of latent constructs across different groups,
typically by investigating the equality of factor structures. Traditionally, in settings
where the loadings for the different groups are not known beforehand, exploratory
factor analysis is commonly used. However, it has several drawbacks, including that
most methods cannot handle data with fewer observations than variables and other
problems (subjective thresholds for loading differences, unrealistic assumptions, in-
stability with small sample size, large amount of computational sources needed,
etc.). To overcome these drawbacks, joint sparse principal component analysis (joint
SPCA) has been proposed, which adopts a regularized and cardinality constrained
least-square approach. The aim of this paper is to compare it with the best available
EFA method, namely multigroup factor rotation (MGFR) [1] A simulation study
was carried out to evaluate the performance of joint SPCA in comparison with the
MGFR technique, on three types of performance measures: recovery rate of the
zero/non-zero pattern in the loadings, Tucker’s congruence, and computation time.
Following the setup by [1], we varied the number of groups, group sizes, number
of components, type and size of loading differences, and the number of loading
differences. Based on the first two measures, joint SPCA performed slightly less
well than MGFR which reported a goodness-of-loading-recovery statistic for opti-
mally rotated loadings of .99. Averaged across 6000 simulated datasets, joint SPCA
had a recovery rate and Tucker congurence of .96 (𝑆𝐷 = .06) and .98 (𝑆𝐷 = .02),
respectively. The CPU time increased as the conditions got more complex. Averaged
across 50 replications for each condition, the shortest time was 5.3s (2 groups) and
the longest time was 21.3s (4 groups) on an i5 processor with 8GB RAM.

Keywords: multigroup, pca, measurement invariance
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Copula-based Non-metric Unfolding on
Augmented Data Matrix

Marta Nai Ruscone and Antonio D’Ambrosio

A multidimensional unfolding technique [1] that is not prone to degenerate solutions
and is based on multidimensional scaling of a complete data matrix is proposed. We
adopt the strategy of augmenting the data matrix, trying to build a complete dissimi-
larity matrix, by using Copulas-based association measures [2] among rankings (the
individuals), and between rankings and objects (namely, a rank-order representation
of the objects through tied rankings). The proposed technique leads to acceptable
recovery of given preference structures. Application on real datasets show that our
procedure returns non-degenerate unfolding solutions.

Keywords: copulas, unfolding, multidimensional scaling
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Emotion Classification Based on Single
Electrode Brain Data: Applications for Assistive
Technology

Duarte Rodrigues, Luis Paulo Reis, and Brígida Mónica Faria

This research case focused on the development of an emotion classification system
aimed to be integrated in projects committed to improve assistive technologies.
An experimental protocol was designed to acquire an electroencephalogram (EEG)
signal that translated a certain emotional state. To trigger this stimulus, a set of
clips were retrieved from an extensive database of pre-labeled videos[1]. Then,
the signals were properly processed, in order to extract valuable features [2] and
patterns to train the machine and deep learning models.There were suggested 3
hypotheses for classification: recognition of 6 core emotions; distinguishing between
2 different emotions and recognising if the individual was being directly stimulated
or merely processing the emotion. Results showed that the first classification task
was a challenging one, because of sample size limitation. Nevertheless, good results
were achieved in the second and third case scenarios (70% and 97% accuracy scores,
respectively) through the application of a recurrent neural network.

Keywords: emotions, brain-computer interface, eeg, machine/deep learning
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On the Role of Data, Statistics and Decisions in a
Pandemic

Ursula Garczarek, Beate Jahn, Sarah Friedrich, Joachim Behnke, Joachim Engel,
Ralf Münnich, Markus Pauly, Adalbert Wilhelm, Olaf Wolkenhauer, Markus
Zwick, Uwe Sieber, and Tim Friede

A pandemic poses particular challenges to public health decision-making because of
the need to continuously adapt public measures to rapidly changing evidence and data
availability. This presentation provides an overview of the process of decision making
using data in a pandemic and gives recommendations for the different steps from a
statistical perspective. A range of modelling techniques with different goals including
mathematical, statistical and decision-analytic models applied in the COVID-19
context are briefly introduced. We discuss the importance of statistical literacy, and
of effective dissemination and communication of findings.

One recommendation relates to the need and value of interdisciplinary coopera-
tion. Cooperation is central in a pandemic to the society at large, but also specifically
within the field of data science: we should act as a specialist group rather than as
individuals, broadly positioned and media-sensitive. The presentation is based on a
manuscript summarizing the discussion of an interdisciplinary group [2].

Presenting this topic at the IFCS, we aim to foster the understanding of the goals
of these modelling approaches and the specific data requirements that are essential
for data collection and transformation, the interpretation of results and for successful
interdisciplinary collaborations among statisticians, epidemiologists, public health
experts, social sciences, and ethicists, as well as health decision and communication
scientists.

Keywords: pandemic, modelling, statistical literacy, decision making
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A Deep Learning Analytics to Detect Dental
Caries

Taerim Lee

Deep Learning Analytics uses predictive models that provide actionable information
for a better prognosis of dental caries. It is a multidisciplinary approach based on den-
tal caries data processing, AI technology-learning enhancement, dental caries data
mining, and visualization. Three key components need further clarification to help
them effectively apply deep learning in dental caries prognosis to explain the methods
for conducting deep learning, the benefits of using deep learning, and the challenges
of using learning analytics in dental caries. Discover significant socio-demographic
factors and microbiologic factors to detect the prognosis of dental caries. Compare
the efficiency with other prognosis models using support vector machine, linear
discriminant, random forest, logistic regression by ROC curves using ICD-9 codes
for dental caries, 365 boys and 340 girl cohort with dental caries and normal group
together. All available data variables required to develop and test models were iden-
tified from a sociodemographic and microbiological records database. Data on 500
records among 705 was utilized for the development of the model and on 205 patients
utilized to perform cross-validation analysis of the models. Socio-demographic data
such as presenting signs & symptoms, presence of caries, microbiologic data, and
corresponding diagnosis and outcomes were collected. Dental data was collected
for each target group was utilized to retrospectively ascertain optimal preventive
management for dental caries. Clinical presentations and corresponding treatment
were utilized as training examples.

Keywords: deep learning analytics; support vector machine; random forest
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Identification of Shared Genetic Loci Between
Psychiatric Disorders and Telomere Length and
Evaluation of Their Role as Potential Drug
Targets

Claudia Pisanu, Anna Meloni, and Alessio Squassina

Patients with psychiatric disorders such as bipolar disorder (BD), schizophrenia
(SCZ) and major depression (MD) show features suggestive of accelerated cellu-
lar aging such as shorter telomere length (TL). However, contrasting results have
also been reported. We leveraged large genome-wide association studies to inves-
tigate whether shared genetic factors might predispose patients to cellular aging
or rather play a counteractive role. For BD (41,917 cases, 371,549 controls), SCZ
(69,369 cases, 236,642 controls) and MD (170,756 cases, 329,443 controls) we
used datasets from the Psychiatric Genomics Consortium, while for TL a meta-
analysis including 78,592 individuals. We identified shared genetic loci with con-
junctional false discovery rate (conjFDR) [1]. Heritability and bivariate local ge-
netic correlation was investigated with LAVA, while target druggability with dif-
ferent tools, including DGIdb. We identified two loci shared between BD and TL:
1) lead single nucleotide polymorphism (SNP) rs113833990, conjFDR=0.03; 2)
lead SNP rs12919664, conjFDR=0.002. The latter showed significant heritabil-
ity for BD (h2=0.0007, p=5.8E-06) and TL (h2=0.0004, p=0.006) and signifi-
cant local genetic correlation (rg=0.78, p=0.005). One locus shared between SCZ
and TL (lead SNP rs143773357, conjFDR=0.03) showed significant heritability
(SCZ: h2=0.002, p=1.1E-09; TL: h2=0.0004, p=0.044) and local genetic correlation
(rg=0.78, p=0.007). For all loci, the lead SNP was associated with increased TL
and predisposition to psychiatric disorders. Our results suggest that shorter TL in
patients with SCZ or BD could be at least partly counteracted by genetic factors.

Keywords: genetic correlation, pleiotropy, genomics, psychiatry
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Estimating Optimal Decision Trees for
Treatment Assignment with 𝒌 > 2 Treatment
Alternatives: a Classification Problem with a
Unit- and Class- dependent Misclassification
Cost

Iven Van Mechelen and Aniek Sies

For many medical and psychological problems, multiple treatment alternatives are
available. Given data from a randomized controlled trial, an important challenge is
to estimate an optimal decision rule that specifies for each patient the most effective
treatment alternative given his or her pattern of pretreatment characteristics. At this
point, optimality refers to the most favorable expected (potential) outcome if the
rule would be applied to the entire population of patients of interest. The estimation
problem at hand can be shown to come down to a classification problem with a unit-
and class-dependent misclassification cost, that is, a misclassification cost that may
depend on both the object that is misclassified and the class to which it is erroneously
assigned.
Classification trees constitute an insightful class of solutions for problems of deci-
sion rule estimation. Unfortunately, however, there is dearth of software tools for
tree estimation that minimizes an object- and class-dependent misclassification cost,
in particular for problems with 𝑘 > 2 classes. In this talk, we explain how such an
estimation can be achieved by means of a shrewd and novel type of application of a
mainstream R-package for tree building, rpart, via a user-defined splitting function
and a rectangular misclassification cost matrix. We illustrate with an application on
the search for an optimal tree-based treatment regime in a randomized controlled
trial on 𝑘 = 3 different types of after-care for younger women with early-stage breast
cancer. We finally argue that the proposed software solution may have relevance
for various other classification problems with a unit- and class-dependent misclassi-
fication cost, such as credit card fraud detection and customer retention management.

Keywords: classification trees, unit- and class-dependent misclassification cost,
optimal treatment regimes
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ExactTree: an R-package for Globally Optimal
Decision Trees

Elise Dusseldorp, Juan Claramunt Gonzales, Jacqueline Meulman, Samil Uysal,
and Bart Jan van Os

Decision trees, such as Classification and Regression Trees (CART) are grown
using binary recursive partioning. The goal is to predict a categorical outcome
(classification) or a continuous outcome (regression) as good as possible using
binary splits on predictor variables. Because our goal is to preserve interpretability,
we focus in this paper on single trees. The tree algorithm starts with all objects in the
root node and subsequently searches for the predictor variable and split point that
leads to the maximum decrease in impurity (e.g., residual sum of squares); then the
root node is split into two child nodes. This process is repeated at each node until a
full tree is grown. A downside of this recursive procedure is the risk of arriving at a
local minimum. Therefore, several attempts have been made to grow globally optimal
trees, among which evolutionary trees [1], based on a meta-heuristic algorithm, and
the method ExactTree [2, 3], that optimizes the entire tree structure globally using
dynamic programming. We performed a benchmark study comparing both methods
on predictive accuracy and stability. Results on part of the data sets showed similar
predictive accuracies, but higher stability for ExactTree. In our presentation, we show
the final results and demonstrate the R-package ExactTree for you.

Keywords: decision trees, interpretable machine learning, classification, regression,
global optimization
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Optimal Random Projection Trees Ensemble

Nosheen Faiz, Adi Lausen, Metodi Metodiev, Zardad Khan, and Berthold Lausen

This paper develops the idea of creating an ensemble of accurate and diverse trees
for improved classification accuracy: Optimal Random Projection Trees Ensemble
(ORPTE), which is an extension of Optimal Trees Ensemble (OTE) [2]. Diversity
in the base classification trees is introduced by the method of Random Projection
as a dimensionality reduction tool that preserves pairwise distances between obser-
vations [2]. A sufficiently large number of trees is grown on bootstrap samples by
using the Random Forest algorithm, each generated on a random projection of the
training data. For maintaining accuracy in the base models, trees are ranked based on
their out-of-bag error estimates and a certain proportion of the top ranked trees are
selected. The selected trees are integrated as an ensemble for predicting new/unseen
data. The proposed method was assessed on 25 benchmark datasets against seven
competitor methods in addition to a simulation study. The results demonstrate that
the proposed method outperformed its competitors in most of the data sets and the
simulation setup.

Keywords: random projection, optimal trees, ensemble learning
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Born-again and Bayesian Approaches for
Improving the Performance of Decision Trees

Marjolein Fokkema

Breiman and Shang [1] proposed born-again trees, where a single decision is fit on
a large artificially generated dataset {Xgen,Ygen}. Xgen is constructed by resampling
and permuting observations from the original training set of predictor variable values,
and Ygen are the predictions from a black-box method with high predictive accuracy.

The born-approach improves the predictive accuracy of single decision trees.
Also, it provides a general approach for improving the predictive performance of
inherently interpretable methods, as well as explaining the predictions of a black-box
method using an interpretable method.

We present results on improvements and extensions of the born-again approach:
We apply it to mixed-effects decision trees, and we employ the posterior predictive
distribution of a Bayesian tree ensemble method (BART; [2]) to improve artificial data
generation, by reducing the need for permutation and by incorporating uncertainty.

Keywords: decision trees, interpreble machine learning, born-again trees, bayesian
additive regression trees
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Evolution of Media Coverage on Climate Change
and Environmental Awareness: an Analysis of
Tweets from UK and US Newspapers

Gianpaolo Zammarchi, Maurizio Romano, and Claudio Conversano

Climate change represents one of the biggest challenges of our time. Newspapers
might play an important role in raising awareness on this problem and its conse-
quences. We collected all tweets posted by six UK and US newspapers in the last
decade to assess whether 1) the space given to this topic has grown, 2) any break-
point can be identified in the time series of tweets on climate change, and 3) any
main topic can be identified in these tweets. Overall, the number of tweets posted
on climate change increased for all newspapers during the last decade. Although a
sharp decrease in 2020 was observed due to the pandemic, for most newspapers cli-
mate change coverage started to rise again in 2021. While different breakpoints were
observed, for most newspapers 2019 was identified as a key year, which is plausible
based on the coverage received by activities organized by the Fridays for Future
movement. Finally, using different topic modeling approaches, we observed that,
while unsupervised models partly capture relevant topics for climate change, such
as the ones related to politics, consequences for health or pollution, semi-supervised
models might be of help to reach higher informativeness of words assigned to the
topics.

Keywords: climate change, twitter, environment, time series, topic modeling
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Improving Classification of Documents by
Semi-supervised Clustering in a Semantic Space

Jasminka Dobša and Henk A.L. Kiers

In the paper we propose method for representation of documents in a semantic lower-
dimensional space based on the modified Reduced k-means method which penalize
clusterings that are distant from classification of train documents given by experts.
Iterative method of the Reduced k-means (RKM) [1] enables simultaneously cluster-
ing of documents and extraction of factors. By projection of documents represented
in the vector space model on extracted factors, documents are clustered in the se-
mantic space in a semi-supervised way because clustering is guided by classification
given by experts, which enables improvement of classification performance of test
documents.
Classification performance is tested for classification by logistic regression and sup-
port vector machines (SVMs) for classes of Reuters-21578 data set. It is shown that
representation of documents by the RKM method with penalization improves aver-
age precision of classification for 25 largest classes of Reuters collection for about
5,5% with the same level of average recall in comparison to the basic representation
in the vector space model. In the case on classification by logistic regression, rep-
resentation by the RKM with penalization improves average recall for about 1% in
comparison to the basic representation.

Keywords: classification of textual documents, lsa, reduced k-means
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Is It Hate or Criticism? An Exploratory
Approach to Negative Comments on YouTube

Manuela Schmidt

As many communities on YouTube develop around controversial topics, marginal-
ized identities, and extreme ideological positions, negative, anti-social or hateful
commenting behavior on YouTube has garnered increasing interest. Whereas previ-
ous studies analyze these comments by sentiment analysis or use of profanity only,
in this exploratory approach, the analysis of negative comments on YouTube is ex-
panded on by combining sentiment analysis [1], a dictionary approach for defining
and matching video topics using automatically generated transcripts, a dictionary
matching for swear words [2], and video and comment metadata. A small group of
content creators was selected for the analysis.

The combination of comment sentiment, the relation to a video and use of pro-
fanity allowed for the classification into four groups of different sizes: Impoliteness,
Incivility, Flaming and Criticism [3].

Comparing approaches, sentiment analysis alone shows a similar prevalence of
negative comments between creators. When the classification is applied, a different
distribution of negative groups between the creators is observable along expectations.
The frequency, commonality, and difference of the language used show that while
the groups share multiple expressions, especially those carrying a negative sentiment
value, they make distinct use of crucial terms. While this classification is valuable
for gaining insight and nuance into negative comments, some applicability issues for
larger studies will also be discussed.

Keywords: text mining, social science, social media, sentiment analysis
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A Time-varying Text Based Ideal Point Model to
Infer Partisanship in the U.S. Senate

Sourav Adhikari, Bettina Grün, and Paul Hofmarcher

Ideal point models analyze lawmakers’ votes, speeches, press statements and social
media posts to quantify their political positions along a latent continuum. In this
work, we extend the text based ideal point model [1] to obtain a time-varying version
to study the evolution of the ideological positions of lawmakers over time and assess
the change in partisanship among representatives from two political parties. We
aim to confirm recent findings regarding the increase in partisanship manifested in
speeches by Republicans and Democrats in the U.S. Senate during the last years
[2]. These findings were drawn using a penalized estimator for measuring group
differences in choices with high-dimensional data and text analysis was based on
manually pre-defined topics. By contrast, the time-varying text based ideal point
model estimated using variational inference [3] infers topics in a data-driven way
and does not use party membership to determine the ideological positions and thus
is not susceptible to overrating spurious differences in vocabulary use of different
party members. Drawing the same substantive conclusions based on the results of
two different statistical text analysis methods provides evidence for their robustness.

Keywords: high-dimensional data, text mining, topic model, variational techniques
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Oracle-LSTM: a Neural Network Approach to
Mixed Frequency Time Series Prediction

Alessandro Bitetto and Paola Cerchiello

In the context of macro-economic indicators there are two main concerns regarding
the frequency of the variables. The first is related to MIxed DAta Sampling (MIDAS),
i.e. some indicators are reported annually, some quarterly, other monthly. The second
deals with the need of forecasting predictions between reporting dates, e.g. before
the end of the year, and it is known as "nowcasting". Existing methods rely on
the alignment of high-frequency input data to low-frequency target variable by the
means of lagged variables and their temporal-decaying weighting. We develop a two-
steps algorithm that makes use of two Recurrent Neural Networks. The first, called
Oracle, is a Deep Autoregressive network and predicts the target variable at high-
frequency given past information. The second, called Predictor, is Long-Short Term
Memory (LSTM) network and learns the relationship between Oracle’s predictions
and high-frequency input data. The prediction error is a weighted average of two
terms: one compares the observed low-frequency target with predictions of both
Oracle and Predictor, the other compares the Predictor’s high-frequency predictions
with the Oracle’s ones. Our model is tested on both simulated data, where we know
the generated high-frequency data, and real macro-economic data. Our results show
better performances compared to classical approach. Moreover, we apply gradient-
based interpretability methods to estimate the input features’ importance in the
predictions.

Keywords: mixed frequency data, artificial neural networks, lstm, nowcast
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Time Series of Counts Under Censoring

Isabel Silva, Maria Eduarda Silva, Isabel Pereira, and Brendan McCabe

Censored time series arise when explicit limits are placed on the observed data
and occur in several fields including environmental monitoring, economics, medical
and social sciences. The censoring may due to measuring device limitations, such
as detection limits in air pollution or mineral concentration in water. Censoring
may also occur when constraints or regulations are imposed, such as in interna-
tional trade studies where exports and imports are subject to trade barriers or hours
worked, often treated as censored variables. This work considers time series of counts
under censoring, focusing on the Poisson first-order integer-valued autoregressive
(PoINAR) models ([3] for details on PoINAR(1) models). This class, while being
simple and flexible, is useful for modelling positive-valued and integer-valued time
series possessing an autoregressive structure with non-negative serial correlation. We
investigate two natural approaches to analyse censored PoINAR(1) time series under
the Bayesian framework: the Approximate Bayesian Computation (ABC) methodol-
ogy [2] and the Gibbs sampler with Data Augmentation (GDA) approach [1]. Both
approches may also be valuable to analyse time series of counts with missing data.

Keywords: bayesian estimation, censored time series, poisson inar(1) model
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Multivariate Time Series Feature Extraction via
Multilayer Networks

Vanessa Freitas Silva, Maria Eduarda Silva, Pedro Ribeiro, and Fernando Silva

The extraction of features from time-indexed data has proved to be an important
preliminary task in many applications of time series analysis, such as classifica-
tion, clustering and forecasting. Finding a set of features that summarizes the main
characteristics of such data is therefore a crucial task, which usually involves conven-
tional statistical and non-linear measures of time series analysis [1]. Complementary,
features based on complex network methods have been shown to be useful to char-
acterize time series data [2, 3]. For multivariate time series (MTS) settings, feature
extraction is even less trivial due to temporal and cross-dimension dependencies.
The existing methods and models are often developed under certain constraints and
for specific problems, and therefore new methodological and computational tools
are required.

Multilayer networks are complete structures able of mapping the internal and
external temporal dependencies of MTS through intra and inter-network connec-
tions [2]. In this work, we introduce novel MTS features based on a new multilayer
visibility network mapping method. To demonstrate its applicability, we performed
a MTS clustering task based on the proposed features set.

Keywords: multivariate, time series, visibility graphs, feature extraction
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On the Use of the Choquet Fuzzy Integral to
Aggregate Predictions of Time Series: an
Application to Economic (and Other Types of)
Data

Diogo Alves, José Matos, and Sandra Silva

The Choquet Integral with respect to a given fuzzy measure is a powerful aggregation
operator that fuses several sources of information into a single value [1]. An as of
yet unexplored application is the use of the method to aggregate predictions of time
series (as well as supervised learning representations) methods. Time series have an
internal structure based on temporal ordering of the data, and the fact that changes in
the relative ordering of observations would change the meaning of the data is a fact
that presents its own set of challenges in the context of Machine Learning (see [2, 3]
for examples of applications). The objective is twofold: first, to compare the methods
used in terms of performance. Second, to obtain a model acting as an ensemble, able
to muster the relative strengths of each method into a more accurate (in the sense of
smaller in and out-of-sample errors with respect to its components) super predictor,
in a "wisdom of crowds" effect. An application example with 8 time series (of both
synthetic and "real-life" origin) is explored.

Keywords: fuzzy measures, Choquet integral, time series forecasting, arima, super-
vised learning
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Some Biplot Alternatives

Patrick Groenen

Biplots provide a valuable tool for exploring and visualizing the relations between two
entities, often individuals and attributes. They originate from principle components
analysis, but have been applied to many other techniques that provide a decomposition
between. The most well known biplot provides a projection interpretation: attributes
are shown as vectors in a low-dimensional space, individuals as points, and the
projection of an individual onto the direction of the variable is proportional to the
reconstructed data value of this individual for that attribute. Here we discuss two
alternatives to the standard biplot. The first one is the so-called area biplot [1] that
can be used as an alternative to every standard projection biplot. Its main difference
is that the estimate of the data is given by the area formed by the origin and two
points. The second variety is the nonlinear biplot with a distance interpretation: the
reconstructed value on a variable of each sample point is obtained by finding the
nearest marker point on a nonlinear curve representing the variable [2]. Each type
of biplot will be explained briefly and compared with the standard biplot.

Keywords: biplot, visualisation
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Biplots in Dimension Reduction and Clustering

Alfonso Iodice D’Enza, Angelos Markos, and Michel van de Velden

In unsupervised learning, dimension reduction (e.g., PCA) and distance-based clus-
tering are often applied sequentially: the distances used to cluster the observations
are computed on the reduced dimensions. Since the dimension reduction step does
not take into account the possible cluster structure, it is possibly detrimental to the
clustering step. Methods for joint dimension reduction and clustering combine the
two in a single optimization problem which is solved using iterative procedures alter-
nating the two steps. Just like for principal component methods, different approaches
have been proposed that deal with continuous, categorical or mixed-type data. In
particular, for continuous data, reduced K-means [1] combines principal component
analysis with K-means clustering; for categorical data, cluster correspondence analy-
sis [2] combines correspondence analysis with K-means; for mixed-type data, mixed
Reduced K-means [3] combines factor analysis for mixed data with K-means. The bi-
plot visualization of the solution is of particular interest for interpretation purposes:
in fact, the low-dimensional map can be very helpful for cluster characterization. In
this work, we illustrate the use of biplots in the context of dimension reduction and
clustering.

Keywords: biplot, dimension reduction, clustering
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Biplots: a Sophisticated Multivariate Approach
or a User-Friendly Technique?

Manuel Rui Alves

Predictive biplots are based on the visualization of the results of multivariate analyses
through the relations between the objects and the original variables equipped with
measuring scales, avoiding the interpretation of latent variables, making them a
useful tool for non-statisticians. However, to achieve this desideratum, biplots need
to be automatically simplified as is commonly done with any multivariate analysis.

Through the definition of an axis mean standard predictive error (mspe), which
evaluates the error that is made by the analyst when reading a biplot axis, it is
possible to automatically select the axes to be included in the biplots, to define the
number of dimensions necessary to conveniently describe any given problem, to
enable the evaluation of outliers and avoid common overestimations. A series of
"AutoBiplot" functions have been written in R to produce PCA [1] and CCA [2]
biplots and can be easily adjusted to many other multivariate analyses [3]. Apparently
forgotten, interpolative biplots can be used in laboratory practical work, and can be
automatically produced following a similar strategy, based on the definition of an
overall standard interpolative error (osie).

Although the techniques for the automatic production of biplots are available, a
wide use of biplots is still restricted mainly to statisticians. Therefore, a good way
to commemorate fifty years of biplots may be to envisage ways of rendering these
methods available to any person needing to apply multivariate analysis.

Keywords: biplots, multivariate, autobiplots
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PLS-based Principal Balances for Regression
and Classification with High-dimensional
Compositional Data

Viktorie Nesrstová, Ines Wilms, Karel Hron, Josep A. Martín-Fernández, Peter
Filzmoser, and Javier Palarea-Albaladejo

Compositional data naturally occur in many different research fields, such as geo-
chemistry or metabolomics. Due to their relative nature, compositions cannot be
directly analysed using standard statistical methods. Instead, it is common to express
compositional data as log-ratio coordinates with respect to an orthonormal basis of
their sample space, see [1, 2], named as orthonormal logratio (olr) coordinates.
Principal balances (PBs) are a specific class of olr coordinates, which are a suit-
able choice in a high-dimensional context, see [3]. They are constructed such that
the first few coordinates capture most of the original data variability. In this work,
we adapt the PB procedure introduced in [3] to be used for variable selection in
regression and classification problems with a high-dimensional composition acting
in an explanatory role. Moreover, hereby we extend popular logcontrast models to
consider other potentially interesting (orthonormal) logcontrasts. For this, partial
least squares (PLS) estimation is embedded into the construction of the PBs. The
performance of the proposal is demonstrated using simulated and real-world data.

Keywords: high-dimensional compositional data, principal balances, PLS regres-
sion and classification
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Clustering Count Data Using Compositional
Methods

Marc Comas-Cufí, Josep A. Martín-Fernández, Glària Mateu-Figueras, and Javier
Palarea-Albaladejo

Multivariate count data are multivariate vectors of non-negative integers. When
the total number of counts depends on varying external factors (e.g. duration of the
counting process or ability to measure a count), the relative magnitude of the observed
values is of special importance. These data are called point-counting data in some
applied fields, and they are affected by compositional variability and multinomial
counting uncertainties [4]. For clustering analysis purposes, it is crucial to consider
both sources of variability. Compositional variability is commonly modeled using
the Dirichlet or the logratio-normal distribution, leading respectively to the classical
Dirichlet-multinomial distribution and the logratio-normal-multinomial (LRNM)
distribution [2]. In model-based clustering, these models are usually included as
components in a finite mixture model [1,3].

In this contribution, we propose a fast approach for clustering analysis of point-
counting data based on the LRNM model. A part of the procedure takes care of the
compositional aspect through logratio coordinates, including the treatment of zero
counts as necessary. Moreover, through the computation of the posterior distribution
conditioned to the measured variability and the observed data, the multinomial
variability is accounted for by using simulated samples of the latent compositional
process. These samples are combined into a final partition of the original sample by
using clustering ensembling methods. We will illustrate our proposal using different
datasets.

Keywords: multivariate count data, clustering, compositional data analysis
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Urban Development Paths in Poland:
Multidimensional Perspective

Barbara Batóg and Jacek Batóg

The development of countries and regions is strongly dependent on the socio-
economic situation characterising the largest urban centres [3]. This is caused not
only by a higher intensity of processes taking place in urban space, but also by
the predominance of the population living in cities in comparison to rural areas.
The increasing role of urban systems in the creation of domestic product and the
accumulation of services and innovations on their area results in a growing interest
in studying the phenomenon of urbanisation and concentration of social and eco-
nomic activities realised in urban space [1]. The main objective of the study will
be the construction of development paths of the largest Polish cities, which are the
capitals of a given region, in 2004-2020. To achieve it, the authors will use their own
methodological proposal from the area of multidimensional analysis. An additional
aspect of the study will be a comparison of the similarity of the changes and levels
of development of particular cities with the use of selected measures of time series
similarity and cluster analysis [2]. The analyses are to answer the following research
questions: (i) what was the socio-economic development of Polish voivodship cities
characterised by in the last years, (ii) has this development proceeded in a similar
way for all analysed cities, and (iii) what has been the impact of the last two crises
on the dynamics and heterogeneity of development of the analysed cities?

Keywords: cities, development, economic crisis, multivariate analysis, temporal
analysis
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Analyzing the Evolution of EU Countries and
Indicators of Europe 2020 Agenda

Adelaide Figueiredo and Fernanda Figueiredo

In this study we analyze the evolution of the European Union countries and of some
indicators of Europa 2020 agenda in the following areas: Employment, Education,
Research and Development, Poverty and Social Exclusion, and Climate Change and
Energy. More precisely, we collected data from Pordata during the period 2010-
2019 on the following indicators: employment rate; early leavers from education and
training rate; population, aged 30 to 34, with higher education; expenditure on R&D
as % of GDP; population at risk of poverty; greenhouse gas emissions; renewable
energy consumption; primary energy consumption; final energy consumption.
We start with a preliminary data analysis, and some countries appear as outliers in
some of the variables and for some years of the period, which would be expected.
However, we highlight that Luxembourg is a severe outlier and had to be discarded
from the analysis to allow a better comparison and differentiation of the other
countries. Additionally, as we do not have all the target values for the United Kingdom
and for the variable population at risk of poverty, we did not consider this country
and variable in the further multivariate analysis. We applied the Statis methodology,
developed in [1] and [2], to analyze the evolution of the European countries and of
the indicators referred above, during the period 2010-2019. The trajectories of the
countries and of the variables under study along the period 2010-2019 help us to
understand how the Europe 2020 strategy is being achieved.

Keywords: Europe 2020, European countries, Statis methodology
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Google Trends as a Macroeconomic Predictor:
Behind the Scenes

Eduardo Andre Costa and Maria Eduarda Silva

Data sourced from online activities and particularly from Google Trends (GT) has
been gaining importance in the literature as predictors for economic indicators. Re-
cent research evidence relationships between GT and a range of outcomes, thus
establishing GT as a complementary data source. GT yields a measure of the in-
terest of Google search-engine users in a subject or a specific keyword over time,
resulting in a normalised index [1]. The benefits of GT as a data supplier include
its promptness, inexpensive collection costs, mixed sampling frequency and ap-
proaches to diversified research areas. There are, however, two issues associated
with GT that require attention. The first regards the frequency of the returned index,
which depends on the time length and span required, leading to limited historical
data in high-frequency sampling. If daily data are necessary, then GT is limited to
9-months of data, whereas monthly sampling grants more than 5-years of data. Since
GT normalises indexes, stacking multiple time frames to obtain extended periods
of high-frequency data would conceal eventual trends in the underlying data; thus,
temporal disaggregation procedures must be applied [2]. The second issue involves
the data source sampling noise since different indexes are produced on distinct days,
even when all the other constraints (time length, time span, subject and keywords) are
kept constant. As GT considers aggregated searches based on samples, performing
collections over multiple days and summarising them into a single measure controls
for the data uncertainty [1]. This work addresses the construction of a time series
predictor from GT’s indexes in a nowcasting exercise with mixed frequency data.

Keywords: google trends, data source, high-frequency sampling
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COVID-19 Pandemic: a Methodological Model
for the Analysis of Government Preventing
Measures and Health Data Records

Theodore Chadjipadelis and Sofia Magopoulou

The study aims to investigate the associations between the government’s response
measures during the COVID-19 pandemic and weekly incidence data (positivity
rate, mortality rate and testing rate) in Greece. The study focuses on the period from
the detection of the first case in the country (26th February 2020) to the first week of
2022 (08th January 2022). Data analysis was based on Correspondence Analysis on
a fuzzy-coded contingency table, followed by Hierarchical Cluster Analysis (HCA)
on the factor scores. Results revealed distinct time periods during which interesting
interactions took place between control measures and incidence data.

Keywords: hierarchical cluster analysis, correspondence analysis, covid-19, evidence-
based policy making
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Detecting Fabricated Interviews Using the
Hamming Distance

Joerg Blasius

In the research literature on survey methodology, there is considerable discussion
of interviewer effects and how to prevent data fabrication; however, there is little
discussion on the detection of data fabrication by interviewers in published data,
and there are even fewer papers examining the phenomenon of employees of survey
research organizations fabricating data. Among them, Blasius and Thiessen ([1])
show for the PISA 2009 principal data that employees of survey research organiza-
tions in some countries duplicate cases to generate data. While the authors focus on
exact copies, more sophisticated data fabrication techniques might include duplicat-
ing whole cases and changing a few entries afterwards. By calculating Hamming
distances and applying them to the same data, we show that - in some countries in
particular - large parts of the data have been duplicated, and most of them have been
retrospectively modified to a small degree.

Keywords: fabricated data, string distances, pisa data
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Digital Development and Internet Use in the
European Union Countries

Fernanda Figueiredo and Adelaide Figueiredo

In this study we analyze how people from the European Union countries are prepared
to work and use in their lives the digital technologies. It is also interesting to know
whether the least developed countries are close or quite distant from the others in
this way to the digital.

We considered some variables associated with digital skills, digital economy
and digital society, and collected the data from Eurostat database during the period
2010-2020. To analyze the data, we applied a Double Principal Component Analysis
(DPCA), a method of multivariate data analysis introduced in Bouroche [1] to analyze
three-way data with quantitative variables. We considered six different data tables,
corresponding to the years 2010, 2012, 2014, 2016, 2018 and 2020, with the same
countries and variables. As the UK does not belong to the EU countries in 2020,
and all the tables must have the same countries to apply a DPCA, we considered the
values obtained in 2019 for the UK to include it in the analysis.

The results allow to identify the differences and similarities between countries
and variables along the period of time 2010-2020, more precisely, to study the
evolution trends of the countries and the evolution of the relations between the
different variables.

Keywords: digital, double principal component analysis, principal component anal-
ysis
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Probabilistic Clustering with Local Alignement
of Italian COVID-19 Death Curves

Marzia A. Cremona, Tobia Boschi, and Francesca Chiaromonte

Italy is one of the most hardly hit countries in the world by the COVID-19 pandemic.
A striking aspect of the pandemic in Italy has been its heterogeneity. Indeed, Italian
regions were hit at different times and with different strengths, especially during the
first wave. We consider official COVID-19 death curves, as well as excess mortality
curves for the 20 Italian regions. The goal is to cluster these misaligned functional
data, in order to assess whether there are regions sharing similar pandemic patterns
[1]. Importantly, we are looking for clusters based on a local similarity among curves,
since patterns might differ only on a (misaligned) portion of the domain.

We develop probabilistic 𝐾-mean with local alignment (probKMA), a new func-
tional data analysis method to locally cluster a set of curves and discover functional
motifs, i.e. typical “shapes” that may recur several times along and across the curves
capturing important local characteristics of these curves [2]. Using probKMA as
a probabilistic clustering method to group COVID-19 curves we find two starkly
different first waves of COVID-19 pandemics; an “exponential” one unfolding in
Lombardia and the worst-hit areas of the north, and a milder, “flat(tened)” one in the
rest of the country.Local alignments of curves provide an indication of the lags be-
tween different regions, which can be employed in subsequent analyses to associate
patterns of mortality with functional covariates such as mobility and positivity [1].

Keywords: functional data analysis, local clustering, covid-19
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Model Free Predictive Inference for Functional
Kriging Techniques Based on Conformal
Prediction

Andrea Diana, Elvira Romano, and Jorge Mateu
In the last years several geostatistical predictive techniques like universal kriging,
kriging with external drift and kriging with residuals has been extended to the
functional framework to predict curve at unmonitored location. Here we present
a new approach for model-free spatial prediction for kriging methods based on
the conformal prediction. We propose non conformity measures for this class of
predictive methods and introduce a local spatial conformal prediction algorithm that
yields valid functional prediction intervals without any distributional assumption.
Practical solutions are provided to construct conformal intervals and are compared
with existing validation methods. The approach is illustrated on some well known
data sets, on simulated and on a real data.

Keywords: functional data modelling, prediction, model validation, conformal pre-
diction
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Density Modelling via Functional Data Analysis

Stefano A. Gattone and Tonio Di Battista

Recent technological advances have eased the collection of big amounts of data
in many research field. In this scenario an useful statistical technique is density
estimation which represents an important source of information. One dimensional
density functions represent a special case of functional data subject to the constraints
to be non-negative and with a constant integral equal to one [1]. Because of these
constraints, densities functions do not form a vector space and a naive application of
functional data analysis (FDA) methods may lead to non valid estimates. To address
this issue two main strategies can be found in the literature. In the first, the probability
density functions (pdfs) are mapped into a linear functional space through a suitably
chosen transformation [2]. Established methods for Hilbert space valued data can
be applied to the transformed functions and the results are moved back into the
density space by means of the inverse transformation. In the second strategy, pdfs
are treated as an infinite dimensional compositional data since they are part of some
whole which only carry relative information. An approach based on the Aitchison
geometry for compositional data has been sketched in [3, 4]. In this work, by means
of a suitable transformation, densities are embedded in the Hilbert space of square
integrable functions where standard FDA methodologies can be applied.

Keywords: constrained estimator, functional data analysis, probability density func-
tions.
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On Parsimonious Modelling via Matrix-variate t
Mixtures

Salvatore D. Tomarchio

Mixture models for matrix-variate data have becoming more and more popular in
the most recent years. One issue of these models is the potentially high number of
parameters. To address this concern, parsimonious mixtures of matrix-variate nor-
mal distributions have been recently introduced in the literature. However, when data
contains groups of observations with longer-than-normal tails or atypical observa-
tions, the use of the matrix-variate normal distribution for the mixture components
may affect the fitting of the resulting model. Therefore, we consider a more robust
approach based on the matrix-variate 𝑡 distribution for modeling the mixture compo-
nents. To introduce parsimony, we use the eigen-decomposition of the components
scale matrices and we allow the degrees of freedom to be equal across groups. This
produces a family of 196 parsimonious matrix-variate 𝑡 mixture models. Parameter
estimation is obtained by using an AECM algorithm. The use of our parsimonious
models is illustrated via a real data application, where parsimonious matrix-variate
normal mixtures are also fitted for comparison purposes.

Keywords: matrix-variate, mixture models, clustering, parsimonious models
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Four Skewed Tensor Variate Distributions

Michael P.B. Gallaugher, Peter A. Tait, and Paul D. McNicholas

In recent years, data has become more and more complex, coming in many different
forms. One such example is data that come in the form of higher order tensors.
Some examples of these type of data are coloured images, video clips, and medical
data. Just like in the multivariate and matrix variate cases, the tensor or multilinear
normal distribution is most commonly used in the literature; however, in the area
of clustering and classification, if the data is skewed or contain outliers, then the
use of a tensor normal distribution may result in over fitting the number of groups.
We will introduce four skewed tensor variate distributions which will be utilized for
model-based clustering and classification. Parameter estimation and properties will
be discussed, and simulated and real data will be used for illustration.
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A Family of Skewed Power Exponential Mixture
Models for Clustering and Classification

Utkarsh J. Dang, Michael P. B. Gallaugher, Ryan P. Browne, and Paul D.
McNicholas

In model-based clustering, mixture models that can deal with varying cluster tail-
weight, skewness, concentration, and kurtosis are increasingly becoming common.
Mixtures of multivariate power exponential (MPE) distributions were previously
shown to be competitive for clustering in comparison to other elliptical mixture
distributions [1]. Here, we introduce a novel formulation of a multivariate skewed
power exponential distribution and mixtures thereof to combine the flexibility of the
MPE distribution with the ability to model cluster-specific skewness. These mixtures
are more robust to departures from normality and can model skewness, varying tail
weight, and peakedness within clusters. A family of parsimonious models is proposed
using an eigen-decomposition of the scale matrix. For parameter estimation, a gen-
eralized expectation-maximization approach combining minorization-maximization
and optimization based on accelerated line search algorithms on the Stiefel manifold
is utilized. These mixtures are implemented both in the model-based clustering and
classification frameworks. We illustrate performance on toy and benchmark data in
a wide range of scenarios.

Keywords: model-based clustering, multivariate skewed power exponential, mix-
ture models, classification
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Generating Collective Counterfactual
Explanations in Score-based Classification via
Mathematical Optimization

Jasone Ramírez-Ayerbe, Emilio Carrizosa, and Dolores Romero Morales

Due to the increasing use of Machine Learning models in high stakes decision-
making settings, it has become increasingly important to be able to understand how
models arrive at decisions. Assuming an already trained Supervised Classification
model, an effective class of post-hoc explanations are counterfactual explanations
[2], i.e., a set of actions that can be taken by an instance such that the given Machine
Learning model would have classified it in a different class. In this talk, for score-
based multiclass classification models, we propose novel Mathematical Optimization
formulations to construct the so-called collective counterfactual explanations, i.e.,
explanations for a group of instances in which we minimize the perturbation in the
data (at the individual and group level) to have them labelled by the classifier in a
given group [1]. Although the approach is valid for any classification model based
on scores, we focus on additive tree models, like random forests or XGBoost. Our
approach is capable of generating diverse, sparse, plausible and actionable collective
counterfactuals. Real-world data are used to illustrate our method.

Keywords: collective counterfactual explanations, score-based classification, math-
ematical optimization
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Spherical Separation in Machine Learning

Matteo Avolio, Annabella Astorino, and Antonio Fuduli

We extend the spherical separation approach to clustering problems and to the
Multiple Instance Learning (MIL) paradigm, the latter constituting a kind of weak
supervised classification, using a multisphere criterion. In both the cases, while the
centers of the spheres are heuristically fixed, the corresponding radii are computed
by solving a specific optimization problem.

In particular, for the clustering problem, all the centers are fixed in advance as
the barycenters of the current clusters (as in the standard K-Means algorithm), while
the corresponding radii are computed by solving a finite numbers of transportation
problems.

Instead, in the case of Multiple Instance Learning (MIL) problem whose objective
is to categorize bags of instances, our proposed technique is based on iteratively sep-
arating the bags by means of successive maximum-margin spheres (whose number
is automatically determined), obtained by solving successive linear programs.

Numerical results on some test problems drawn from the literature show the
effectiveness of our proposals.

Keywords: machine learning, spherical separation, clustering, multiple instance
learning
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Model Extraction Based on Counterfactual
Explanations

Cecilia Salvatore and Veronica Piccialli

Automated decision-making classification systems based on Machine Learning algo-
rithms are often used in many real-life scenarios such as healthcare, credit, or criminal
justice. There is thus increasing interest in making Machine Learning systems trust-
worthy: interpretability, robustness, and fairness are often essential requirements for
the deployment of these systems [1]. In particular, according to the European Union’s
General Data Protection Regulation (GDPR), automated decision-making systems
should guarantee the ”right to explanations” [2], meaning that those affected by the
decision may require an explanation. Counterfactual Explanations are becoming a
de-facto standard for a post-hoc explanation [3]. Given an instance of a classification
problem, belonging to a class, its counterfactual explanation corresponds to small
perturbations of that instance that allow changing the classification outcome. The
objective of this work is to try and exploit the information revealed by a small set
of examples with their counterfactual explanations to build a surrogate model of the
classification system. The idea is to define an optimization problem that provides in
output a Forest of Optimal Trees as close as possible to the original classification
model, given the information derived from the counterfactual points. This tool can
be used, on one hand, to attack a target model; on the other hand, it is also possible
to improve the target system by building a more interpretable and sparse model.
Preliminary results show the viability of this approach.

Keywords: optimal classification trees, milp, interpretable machine learning
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Isolation Forests for Symbolic Data as a Tool for
Outlier Mining

Andrzej Dudek and Marcin Pelka

The intuitive definition of an outliers would be ’an observation which deviate so
much from other observations as to arouse suspicions that is generated by a different
mechanism’. Detection of outliers is a fundamental issue in data analysis, its main
goal is to detect and remove anomalous objects from the data. Because the technology
changes rapidly, number of databases and their size grows over time, which makes
outlier detection and removal even harder.

The main aim of the paper is to propose an adaptation of well-known isolation
forest methods, that has been proofed to be useful in outlier detection in the classical
data, for symbolic data case. Isolation forest uses well-known decision tree idea
to detect anomalies using isolation on the basis how far a data point is to the
rest of the data, rather than modelling normal points. The same ideas (applying
ideas of the decision tree) can be used for symbolic data. In the empirical part of
the presentation artificial and real data with outliers is used to evaluate proposed
approach and compare it with DBSCAN, decision tree and kernel discriminant
analysis for symbolic data.

Keywords: outliers, symbolic data analysis, isolation forest
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Symbolic Clustering Methods Applied to
Interval Estimates of Production Cost Quantiles

Dominique Desbois

The decision to adopt one or another of the sustainable land management alternatives
should not be based solely on their respective benefits in terms of climate change
mitigation, but also on the performance of the productive systems used by the farms,
assessing their environmental impacts through the cost of the specific resources
used. This communication presents applications of the symbolic clustering methods,
proposed in [1, 2] for interval data, to conditional quantile estimates of production
costs in agriculture. The interval data clustering tools are used to obtain typologies of
European countries and regions, on the basis of the conditional quantile distributions
of agricultural production cost empirical estimates. A procedure to find optimal
partitions along with various criteria is used. Some standard statistical tests are
proceed. This work extends preliminary results published in [3]. The comparative
analysis of the econometric results for the main products between European countries
and regions illustrates the relevance of the typologies obtained for national and
international comparisons based on their specific input productivity.

Keywords: symbolic clustering, interval data, quantile estimates, agricultural pro-
duction costs, micro-economics
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Fisher Discriminant Analysis for Interval Data

Diogo Pinheiro, Maria do Rosário Oliveira, Igor Kravchenko, and Lina Oliveira

In Data Science, entities are typically characterized by vectors of single-valued
measurements, called conventional data. Symbolic Data Analysis can model more
complex data structures like lists, intervals, histograms, or even distributions. These
complex structures may result from the aggregation of conventional data according
to the research interests or may exist in their own right. The complexity of these data
structures brings new statistical challenges and the need of new methodologies to
extract information from it, of which classification is a good example.

In this work, we propose an extension of the conventional Fisher Discriminant
Analysis based on Mallows’ distance and Moore’s interval algebraic structure. The
squared Mallows’ distance between two interval-valued vectors is written as an ex-
plicit form of the sum of two squared Euclidean distances between the vectors of the
interval’s centers and the vectors of the interval’s ranges. The ranges’ contribution is
weighted according to the assumption of the micro-data distribution within intervals,
extending previous work on this topic. This allows us to define associated symbolic
covariances matrices that can be decomposed into within and between covariance
matrices. Using Moore’s algebraic structure, we generalize Fisher’s objective func-
tion to interval data, aiming to discriminate between two classes. Examples based
on real problems are used to illustrate the advantages of this approach over the
conventional one, which ignores the interval structure of the data.

Acknowledgements This work was supported by Fundação para a Ciência e Tecnologia, Portugal,
through the projects UIDB/04621/2020, PTDC/EGE-ECO/30535/2017 and UID/MAT/04459/2020.

Keywords: symbolic data analysis, classification, symbolic Fisher discriminant
analysis, interval-valued data, Mallows’ distance

Diogo Pinheiro
Instituto Superior Técnico, Universidade de Lisboa, Portugal,
e-mail: diogo.pinheiro.99@tecnico.ulisboa.pt

Maria do Rosário Oliveira
CEMAT and Department of Mathematics, Instituto Superior Técnico, Universidade de Lisboa,
Portugal, e-mail: rosario.oliveira@tecnico.ulisboa.pt

Igor Kravchenko
Instituto Superior Técnico, Universidade de Lisboa, Portugal,
e-mail: igor.kravchenko@tecnico.ulisboa.pt

Lina Oliveira
CAMGSD and Department of Mathematics, Instituto Superior Técnico, Universidade de Lisboa,
Portugal, e-mail: lina.oliveira@tecnico.ulisboa.pt

152

diogo.pinheiro.99@tecnico.ulisboa.pt
rosario.oliveira@tecnico.ulisboa.pt
igor.kravchenko@tecnico.ulisboa.pt
lina.oliveira@tecnico.ulisboa.pt


Stability of Mixed-type Cluster Partitions for
Determination of the Number of Clusters

Rabea Aschenbruck, Gero Szepannek, and Adalbert Wilhelm

For partitioning clustering methods, the number of clusters has to be determined
in advance and is therefore an important issue. Besides the application of so-called
internal validation indices, the determination of an optimal number of clusters can
be achieved with stability indices. In this paper several stability based validation
methods are investigated with regard to the 𝑘-prototypes algorithm for mixed-type
data, which is an extension to the popular 𝑘-means algorithm.

Under consideration are the Jaccard coefficient, the Simple Matching coefficient
and the indices published by Fowlkes and Mallows as well as by von Luxburg.
Furthermore, the weighted average of cluster-wise stability values based on the
Jaccard index and a numerical approximation of the stability value interpretation
proposed by Ben-Hur et al. were investigated. The stability based approaches are
compared to common internal validation indices in a comprehensive simulation
study in order to analyze preferability as a function of the underlying data generating
process.

Keywords: cluster stability, cluster validation, mixed-type data
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Multinomial Multilevel Models with Discrete
Random Effects: a Multivariate Clustering Tool

Chiara Masci, Francesca Ieva, and Anna Maria Paganoni

We propose a Semi-Parametric Mixed-Effects Multinomial regression model to deal
with estimation and inference issues in the case of categorical data with a hierar-
chical structure [1]. Considering a 𝐾−categories response, the proposed modelling
assumes the probability of each response category to be identified by a set of fixed
and random effects parameters, one for each logit, estimated by means of an EM
algorithm [2]. Random effects are assumed to follow a discrete distribution with an
a priori unknown number of support points, that identifies a latent structure at the
highest level of grouping, where observations are clustered into (𝐾−1)−dimensional
subpopulations. This method is an extension of the MSPEM algorithm proposed in
[4], in which we relax the independence assumption across random-effects relative
to different response categories. Since the category-specific random effects arise
from the same subjects, their independence assumption is seldom verified in real
data and, by relaxing it, the proposed method properly fits the natural data structure,
as emerges by the results of simulation and case studies. In the case study, we apply
the algorithm to Politecnico di Milano data, to model different categories of student
careers, where students are enrolled in 20 engineering degree courses. Results are
compared to the ones of the parametric MCMCglmm appraoch [3].

Keywords: mixed-effects models, categorical responses, discrete random effects,
higher education.
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PD-clustering for Mixed Data Type

Francesco Palumbo and Cristina Tortora

Data clustering aims to find homogeneous groups in the data using systematic
numerical methods; non-hierarchical algorithms can offer considerable advantages
over other approaches. Above all, they are easily parallelizable. In a few words,
they solve an optimization problem to find two quantities: the cluster memberships
and the cluster parameters, which depend on each other. Therefore, algorithms
alternatively compute the two quantities, optimizing the same criterion at each step,
and stop when the criterion reaches a minimum (maximum). The membership can
be crisp or probabilistic: a point is assigned to all the clusters with a degree of
membership. Probabilistic Distance Clustering (PDC) maximizes the classifiability
of all the observations assuming that the belonging probability to each cluster is
inversely proportional to the distance from the cluster center [1].
To jointly consider mixed data variables, one possible solution is to re-code all
variables in a single data type through pre-processing, which can seriously weaken
the true association structure. Some satisfactory clustering methods for mixed data
exist, but they tend to be slow. The primary issue in clustering mixed data is the
identification of a unified similarity metric. The most popular approaches based on
this idea are 𝑘-prototypes [3] and KAy-means for MIxed LArge data (Kamila) [2].
This proposal extends the PDC to mixed-type data using a dissimilarity for mixed-
type data and redefining the cluster centers. The cluster parameters that optimize the
criterion are based on the updated dissimilarity and integrated into the algorithm.
The performance of the new algorithm are compared to K-prototype and Kamila.

Keywords: probabilistic distance clustering, mixed data
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Anomaly Detection-based Under-sampling for
Imbalanced Classification Problems

You-Jin Park, Chun-Yang Peng, Rong Pan, and Douglas C. Montgomery

In this research, we propose a new anomaly detection-based under-sampling method
called ADU to improve the classification performance of imbalanced datasets by ef-
fectively removing anomalies, such as outliers and noises. To detect the anomalies in
different clusters effectively, three useful approaches are considered. Specifically, to
detect the outliers belonging to the majority class, neighborhood-based and density-
based outlier detection methods, namely OBN (outlierness based on neighborhood)
and DBSCAN (density-based spatial clustering based on noise applications) are
used [1, 2]. Finally, to eliminate the borderline noise samples in the majority class
(i.e., the majority class samples with low membership probabilities), a membership
probability-based under-sampling is proposed with changing the under-sampling rate
so that a proportion of majority class samples can be removed.

Keywords: classification, class imbalance, class overlap, under-sampling, member-
ship probability
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Continuous Adaptation to Distribution Drifts
Through Continual Learning in Manufacturing

Henrique Siqueira and Onay Urfalioglu

Distribution drifts usually occur in the context of time series processing in man-
ufacturing. The causes for this problem include continual optimization of cutting
processes in machining and incremental precision loss from long-term stress exerted
on the machine’s components. Therefore, it is critical to understand the performance
of machine learning (ML) models for anomaly detection in manufacturing under
distribution drifts for reliable and robust virtual quality control.

In fact, the generalization capability of ML models is strongly compromised when
performing inference under a distribution different from the training data [1]. As a
result, these models can have a significant drop in performance with a negative impact
on overall equipment effectiveness (OEE). OEE is the gold standard in manufacturing
that defines productivity based on availability, performance and quality. In this
regard, OEE decreases when workpieces produced under the new distribution are
wrongly categorized as faulty workpieces, slowing down the manufacturing process
by unnecessary and excessive manual quality measurements.

To avoid this kind of problem in production, anomaly detection systems must
be constantly evaluated, if necessary, retrained to the new data distribution and re-
deployed. Instead of adopting a manual and time-demanding workflow, continual
learning approaches could acquire novel information from a continuous data stream.
This property can possibly endow those systems with continuous adaptation to con-
textual distribution drifts [2]. In the present study, we aim to investigate how continual
learning concepts can be exploited for the development of anomaly detection systems
with continuous adaptation to distribution drifts on real-world manufacturing data.

Keywords: continual learning, anomaly detection, manufacturing

References

1. Liang, W. and Zou, J.: MetaShift: A Dataset of Datasets for Evaluating Contextual Distribution
Shifts and Training Conflicts. In ICLR (2022).

2. Mundt, M., Lang, S., Delfosse, Q. and Kersting, K.: CLEVA-Compass: A Continual Learning
EValuation Assessment Compass to Promote Research Transparency and Comparability. In
ICLR (2022).

Henrique Siqueira · Onay Urfalioglu
Big Data in Manufacturing, Germany,
e-mail: {henrique.siqueira,onay.urfalioglu}@bigdatainmanufacturing.com

157

{henrique.siqueira,onay.urfalioglu}@bigdatainmanufacturing.com


Detecting Anomalies with TADGAN: a Case
Study

Inês Oliveira e Silva, Carlos Soares, Arlete Rodrigues, and Pedro Bastardo

Generative Adversarial Networks (GAN) is neural network architecture to generate
realistic artificial [1]. The generated data is typically used to learn more accurate
models. The approach underlying GAN has been adapted for other tasks. One exam-
ple are TADGAN, which is an adaptation of GAN to detect anomalies in time series
data [2]. A time series anomaly is defined as a timepoint or period where a phe-
nomenon displays an unusual behavior. The TADGAN algorithm can be summarized
has: 1. generate a time series that is similar to the original one; 2. periods where the
distance between the original and the generated time series is very large are classified
as anomalies. The classification is affected by a sensitivity hyperparameter, which is
a threshold that defines the minimal distance between the time series for the period
to be considered anomalous. In this paper, we empirically evaluate TADGAN on the
problem of detecting anomalies in data from sensors of a fire detection system. Pre-
liminary results indicate that the performance of the method depends on the values
of the sensitivity hyperparameter.

Keywords: anomaly detection, artificial data, GAN
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A Trivariate Geometric Classification of
Decision Boundaries for Mixtures of Regressions

Filippo Antonazzo and Salvatore Ingrassia

Mixtures of regressions play a prominent role in regression analysis when it is
known the population of interest is divided into homogeneous and disjoint groups.
This typically consists in partitioning the observational space into several regions
through particular hypersurfaces called decision boundaries. A geometrical analysis
of these surfaces allows to highlight properties of the used classifier. In particular, a
geometrical classification of decision boundaries for the three most used mixtures of
regressions (with fixed covariates, with concomitant variables and random covari-
ates) was provided in case of one and two covariates, under Gaussian assumptions
and in presence of only one real response variable. This work aims to extend these
results to a more complex setting where three independent variables are considered.

Keywords: mixtures of regressions, decision boundaries, hyperquadrics, model-
based clustering
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Clustering Rainfall by Simulated Annealing for
Histogram Symbolic Data

Alejandro Chacón and Javier Trejos

We present the use of simulated annealing for clustering histogram symbolic data
[2], by the minimization of a criterion based on a Huygens-type decomposition of
inertia defined by Wasserstein distance. An efficient cooling scheme for simulated
annealing was implemented [1], with variable length Markov chains, allowing a
large exploration in the search space. A simplification of inertia change was found
in order to efficiently use Metropolis rule. The algorithm was tested on maximum
daily rainfall data sets for last 40 years in Costa Rica, in 14 meteorological stations
in the Reventazón river basin. Results were compared to a k-means algorithm [3],
with a general improvement in quality.

Keywords: maximum daily rainfall, clustering, simulated annealing, symbolic data,
Wasserstein distance
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Statistical Assessment of Youth Inclusion in the
National Labour Markets

Beata Bal-Domańska

The situation of youth in the labour market has been supported by national and re-
gional policies for many years. Despite the implemented activities aimed at enhanc-
ing their professional standing, in many regions their situation is still unfavourable
comparing that of adults [1]. An attempt was taken up to develop the typology of
national labour markets regarding the inclusion of youth in terms of dynamics and
statistics. The inclusiveness of labour markets was defined as a characteristic of the
economy in which access to jobs is similar in all groups of the economically active
people. Classification methods (Ward’s method) and regression methods determin-
ing long-term inclusiveness were used to develop the procedure for the European
labour markets typology in terms of youth inclusion [2]. As a result, the countries
were divided into 4 groups (favourable labour market for both youth and adults
groups of workers; unfavourable for youth; difficult labour market; difficult labour
market, particularly for youth) along with an assessment of the youth inclusion level.
Based on the conducted analysis, it was concluded that in 2020 as many as 12 coun-
tries out of 28 EU countries were included in the difficult labour market, particularly
for youth group, another 11 represented the countries whose labour market situation
can be characterized as unfavourable for youth, two countries (Latvia, Greece) were
classified in the difficult labour market group, i.e. the countries where high unem-
ployment rate was accompanied by high youth inclusion level. Only the following 3
countries were included in the favoured labour market group: Germany, Austria and
Denmark.

Keywords: typology, panel data models, regression, labour market, youth, european
countries
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Barriers to Industry Digitization in Poland from
the Perspective of High and Medium-high
Technology Sector Enterprises

Elżbieta Sobczak, Marcin Pelka, and Karolina Pokorska

Nowadays digital transformation remains one of the most important trends in the
development of the economy. It consists in the absorption of modern technolo-
gies, which include, i.a. artificial intelligence, machine learning, 3D printing, cloud
computing. Digital transformation is the basis for constructing technological and
competitive advantage of an enterprise. Enterprises are affected by many of factors
impeding the implementation of digital technologies. Due to diverse operating con-
ditions, individual barriers to digitization may have different significance for various
enterprises. The research aims to identify the key barriers to investing in digitization
in Poland and relating them to the attributes of enterprises. The research material was
collected using the diagnostic survey method and applying the survey technique. The
time scope of the research covered 2020. The methods of multivariate data analysis
were used, with particular emphasis on correspondence analysis and logit regression.

Keywords: digitalization, barriers of digitalization, enterprises from high and
medium-high technology
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Kernel Smoothing-based Probability Contours
for Tumour Segmentation

Wenhui Zhang and Surajit Ray

Statistical imaging together with other machine learning techniques are the epitome
of digitalizing healthcare and are culminating towards developing innovative tools
for automatic analysis of three-dimensional radiological images — PET (Positron
Emission Tomography) images [1]. However, the three major challenges in radiol-
ogy are: (1) increasing demand for medical imaging (2) decreasing turnaround times
caused by mass data (3) diagnostic accuracy that leads to a quantification of images.
To address these challenges along with ethical issues regarding the use of Artificial
Intelligence in patient care, there is a need to develop a new framework of statistical
analysis which can be readily used by clinicians and can be trained with a relatively
lower number of samples. Most existing algorithms segments a 2D slice by assign-
ing the grid of pixels into the tumour or non-tumour class. Instead of a pixel-level
analysis, we will assume that the true intensity comes from a smooth underlying
spatial process which can be modelled by a kernel estimates [2]. In this project, we
have developed a kernel smoothing-based probability contour method on PET image
segmentation, which provides a surface over images that produces contour-based
results rather than pixel-wise results, thus mimicking human observers’ behaviour.
In addition, our methodology provides the tools for developing a probabilistic ap-
proach with uncertainty measurement along with the segmentation. Our method is
computational efficient and can produce reproductive and robust results for tumour
detection, delineation and radiotherapy planning, together with other complementary
modalities, such as CT (Computed tomography) images.

Keywords: medical image segmentation, positron emission tomography, kernel, 3d
contouring, multi-modal segmentation

References

1. Hatt, M., et al.: Classification and evaluation strategies of auto-segmentation approaches for
PET: Report of AAPM task group No. 211. Meed. Phys. 44, e1–e42 (2017)

2. Matioli, L.C., et al.: A new algorithm for clustering based on kernel density estimation. J.
Appl. Stat. 45, 347–366 (2018)

Wenhui Zhang, School of Mathematics and Statistics, University of Glasgow,
e-mail: w.zhang.2@research.gla.ac.uk

Surajit Ray, School of Mathematics and Statistics, University of Glasgow,
e-mail: surajit.ray@glasgow.ac.uk

163

w.zhang.2@research.gla.ac.uk
surajit.ray@glasgow.ac.uk


Parameter Estimation for Mixtures of Linear
Mixed Models: the EM, CEM and SEM
Algorithms

Luísa Novais and Susana Faria

Parameter estimation for mixture models is one of the main and most complex
problems regarding these type of models. In particular, maximum likelihood esti-
mation, via the Expectation-Maximization (EM) algorithm, is among the most used
methods for estimating the parameters of mixture models. However, the EM algo-
rithm is known to converge slowly and the initialization strategy to be adopted also
plays an important role in the estimation of the parameters by this algorithm. In
order to overcome these issues, alternative versions of the EM algorithm have been
developed over time. In this work, the performance of the EM algorithm is com-
pared to the performance of two modified versions of this algorithm, the Classifi-
cation Expectation-Maximization (CEM) algorithm and the Stochastic Expectation-
Maximization (SEM) algorithm, in the estimation of the parameters for mixtures of
linear mixed models through a simulation study.

Keywords: maximum likelihood estimation, mixture models, simulation study
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Genomic Prediction Using Machine Learning
Methods: Performance Comparison on Synthetic
and Empirical Data

Vanda Lourenço, Joseph Ogutu, Rui Rodrigues, and Hans-Peter Piepho

The accurate prediction of genomic breeding values is central to genomic selection
(GS) in both plant and animal breeding studies. Genomic prediction (GP) involves
the use of thousands of molecular markers spanning the entire genome and therefore
requires methods able to efficiently handle high dimensional data. Machine learning
(ML) methods, which encompass different groups of supervised and unsupervised
learning methods, are becoming widely advocated for and used in GP studies. Al-
though several studies have compared the predictive performances of individual
methods, studies comparing the predictive performance of different groups of meth-
ods are rare. However, such studies are crucial for identifying (i) groups of methods
with superior predictive performance and assessing (ii) the merits and demerits of
such groups of methods relative to each other and to the established classical meth-
ods. Here, we comparatively evaluate in terms of predictive accuracy and prediction
errors (mean squared and mean absolute prediction errors) the genomic predictive
performance of several groups of supervised ML methods. Specifically, regular-
ized (regularized, adaptive-regularized and group-regularized), ensemble (random
forests and stochastic gradient boosting), instance-based (support vector machine)
and deep-learning (feed-forward neural network) methods, using one simulated
dataset (animal breeding population; three distinct traits) and three empirical maize
breeding datasets (same trait; three distinct years). All the methods showed reason-
ably high predictive performance for most practical selection decisions. However, our
results show that the relative predictive performance of the groups of ML methods
depends upon both the data and target traits and that for classical regularized meth-
ods, increasing model complexity can incur huge computational cost but does not
necessarily always substantially improve predictive accuracy. This rules out selection
of one benchmark procedure among ML methods for genomic prediction.
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Pooled Mean and Confidence Interval
Estimation Combining Different Sets of
Summary Statistics

Flora Ferreira, José Soares, Fernanda Sousa, Filipe Magalhães, Isabel Ribeiro, and
Pedro Pacheco

Meta-analysis is increasingly used to combine the results of several studies in order
to estimate the outcome of interest. When considering a continuous outcome, com-
monly to estimate pooled mean and confidence interval sample means and standard
deviations of primary studies are necessary, which are absent sometimes. Instead,
the median along with various measures of spread are reported. Recently, the task of
including the studies with the sample size, the median, the range, and/or the quartiles
range, in the pooled mean meta-analysis has been achieved by estimating the sample
mean and standard deviation of each study [1]. The methods proposed in [1] and in
other previous studies (e.g. [2]) to estimate the missing sample mean and standard
deviation have been widely used to meta-analyze the means mostly in medical re-
search. Each of these methods assumes that the sets of summary statistics reported
in the studies include the median, the sample size, and as measures of spread the
minimum and maximum values and/or the first and third quartiles, not covering all
possibilities. Some studies report 10th and 90th percentiles (interdecile range) as
an additional or unique measure of spread. In this study, we present an approach
to estimate the pooled mean and its confidence interval using the estimated means
and standard deviations of studies with different sets of summary statistics as an
extension of previous works. Simulation studies were used to evaluate the perfor-
mance of the existing and proposed approaches. Finally, real data in current market
research which is of great value to support companies’ decision-making including
salary estimate and product price estimate were empirically evaluated.

Keywords: confidence interval, meta-analysis, pool data
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Prediction of Diabetes via Bayesian Network
Classifier from Exposure to Environmental
Polluting Chemicals Data

Rosy Oh, Hong Kyu Lee, Youngmi Kim Pak, and Man-Suk Oh

Early prediction of diabetes and identification of risk factors for diabetes may prevent
or delay diabetes progression. In this study we developed an interactive online
application that provides predictive probabilities of normal, prediabetes, diabetes
in 4 years using Bayesian network classifier, a machine learning technique. The
Bayesian network (BN) was trained using a dataset from Ansung cohort of the
Korean Genome and Epidemiological Study (KoGES) in 2008 with follow-up data in
2012. The dataset contained not only traditional risk factors (current diabetes status,
Sex, Age, etc.) for future diabetes but also serum biomarkers (AhRL, MIS-ATP,
MIS-ROS) for the level of exposure to environmental polluting chemicals (EPC).
Based on accuracy and AUC, Tree augmented BN with 11 variables from feature
selection was used as our prediction model. The online application implementing
our BN prediction system provided a tool that shows customized diabetes prediction
for the users but also allows them to simulate the effects of controlling risk factors
on future diabetes. The prediction results from our method showed that the EPC
biomarkers had dominant and interactive effects on future diabetes and use of the
EPC biomerkers together with commonly used risk factors as predictors substantially
improved the prediction performance.

Keywords: diabetes mellitus, glucose intolerance, machine learning, bayesian net-
work, environmental pollutants
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Model Performance Metrics for Sample
Selection Bias Correction by Pseudo Weighting

An-Chiao Liu, Ton de Waal, Katrĳn Van Deun, and Sander Scholtus

Many data sets have not been obtained with a known sampling mechanism and are
termed as non-probability samples. Non-probability samples are often treated as a
simple random sample when estimating a population parameter (e.g., population
mean), and therefore may suffer from sample selection bias. To correct for selec-
tion bias, one approach is the pseudo-weighting method [1]. The pseudo-weighting
assumes that an inclusion mechanism exists and the inclusion probabilities (propen-
sities) may be estimated. The inverse of the estimated propensities are treated as the
pseudo weights.

However, weighting methods in general are sensitive to large variance. The result-
ing mean squared error after correction may be even larger than the mean squared
error before correction [2]. A model assessment framework is needed for selection
bias correction by weighting methods. Therefore, it is important to find a suitable
indicator of model performance to evaluate the pseudo weights. Some performance
metrics that may be useful for evaluation are discuss in this research.

Keywords: sample selection bias, non-probability sample, performance metric
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Some Factors that Influence the Nature of Road
Traffic Accidents

Paulo Infante, Gonçalo Jacinto, Anabela Afonso, Leonor Rego, Vitor Nogueira,
Paulo Quaresma, José Saias, Daniel Santos, Pedro Nogueira, Marcelo Silva,
Rosalina Pisco Costa, Patrícia Gois, and Paulo Rebelo Manuel

Road traffic accidents are one of the major social problems in modern societies. Data
science plays an important role in its explanation and prediction. One of the main
objectives of accident data analysis is to identify the main factors associated with a
road traffic accident. The present study aims to contribute to the identification of the
determinants for the nature (collision, car crash or pedestrian runing over) of road
accidents. Four-year road accident data from 2016 to 2019 in a district of Portugal
is analyzed. Three logit models, a multinomial logit regression model and several
machine learning algorithms are used, and their performance is compared. Findings
show that some determinants which can explain the nature of the accident are:
geographical factors (municipality, in/outside localities and parking areas), temporal
factors (air temperature and wheater), time of the day (hour, day of the week and
month), drivers’ characteristics (gender and age), vehicles’ features (type and age)
and road characteristics (straight/curved track and road type).

Keywords: generalized linear models, machine learning, road traffic accidents
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Comparing Variable Selection Methods for
High-dimensional Compositional Data in a
Discriminant Analysis Context

Pepus Daunis-i-Estadella, Glòria Mateu-Figueras, Viktorie Nesrstová, Karel Hron,
and Josep A. Martín-Fernández

Orthonormal logratio coordinates are used for statistical analysis of compositions.
Although there is an infinite number of potential orthonormal bases, using the
Principal balances (PB) algorithms a specific basis is constructed for maximizing
the retained variance [3]. PB can be used for selecting some parts in order to reduce
the data dimension. This is particularly important in the context of high-dimensional
compositional data (CoDa), such as omic data (genomic, proteomic or metabolomic)
where the identification of biomarkers that allow to discriminate disease has great
interest. This work focuses on the comparison of different proposals for variable
selection in order to apply a discriminant analysis (DA): the Selbal approach [5],
a forward-selection method for the identification of a balance associated with the
variable of interest; the CLR-lasso and CoDa-lasso, a penalised regression approach
[6]; the approaches proposed in [2] based on the index extracted of the variation
matrix and average accuracy using Partial Least Squares (PLS) DA; the stepwise
supervised methods for selecting pairwise logratios [1] and the variable selection in
CoDa using PLS-PB coordinates, a modified procedure consisting in the application
of PLS regression [4]. Simulated data sets and a real data set with the microbiota
associated to the colonic mucosa of patients with different subtypes of inflammatory
bowel disease are used for illustrating the performance of the methods.
Keywords: variable selection, discriminant analysis, principal balances
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Cluster Analysis and Genetic Risk Score in
Age-related Macular Degeneration - the
Coimbra Eye Study

Rita Coimbra

Age-related macular degeneration (AMD) is a complex multifactorial disease
strongly influenced by a combination of genetic and environmental factors and it
is the leading cause of severe vision loss in people over 55 years in developed coun-
tries. To assess the individual AMD risk, a genetic risk score (GRS) weighted by the
effect size of 52 genetic variants identified by the IAMDGC GWAS was calculated
[1]. Despite the significantly differences in GRS among controls and AMD cases, it
was not possible to distinguish them based on GRS only.
In this work we explore pathway-specific GRS for the complement system, ARMS2
gene, lipid metabolism and extracellular (ECM) matrix remodelling in a sample of
824 caucasian individuals from the central region of Portugal (Mira) [2]. To explore
whether pathway-based genotype and environmental data can separate AMD sub-
groups, we used k-medoids clustering algorithm with Gower distance. The silhouette
coefficient was used to determine the optimal number of clusters.
Four clusters were identified, with a similar median age and body mass index (BMI)
in each cluster. The cluster with the highest GRS value for the complement system
pathway was cluster 4, for the ARMS2 and the ECM pathways was cluster 2 and
for lipid-based GRS were clusters 2 and 3. Cluster 4 has the highest overall GRS,
strengthening the contribution of the complement system to the AMD genetic risk.
Most severe AMD stages (intermediate and late AMD cases) were more prevalent in
cluster 3. Despite the interesting results and to fully discriminate AMD subgroups,
lifestyle and nutritional contribution should be included in the model.

Keywords: age-related macular degeneration, genetic risk score, clustering
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Sensor System for Standardizing Articulation
Patterns According to Korean Phonemes

Seong Tak Woo and Da Hee Oh

A sensor system (consisting of approximately 70 channels on an artificial plate) was
established for articulation pattern standardization, and the characteristics of Korean
speech were analyzed. Articulation pattern information was obtained using a sensor
with a group of healthy participants. The measured signals were analyzed using a
bio-signal (tongue contact) processing module and viewer program. Notably, the data
were obtained from only two healthy adults, and certain limitations remain in the
application of data analysis technologies (such as neural network/regression model).
As a preliminary study, we conducted repeated measures analysis of variance to
determine the difference in the closure time and contact area according to the utter-
ance unit, meaning, and syllable structure. Specifically, we attempted to determine
the presence of the preceding consonant (C) in two successive consonants (VCCV)
with the same articulation place. Results of experiments demonstrated that the ar-
ticulation sensor and analysis method can be applied to standardize pronunciation
patterns. Although extensive healthy group data and analytical techniques remain to
be identified, the findings can provide insights regarding initial experimental setup
(proposed sensor, acquisition method, etc.) for standardization studies.

Keywords: articulation pattern, tongue strength, analysis of variance, speech ther-
apy, communication disorders
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Categorical Data Visualization and the
Cressie-Read Divergence Statistic

Eric J. Beh and Rosaria Lombardo

The literature on correspondence analysis is largely centred on Pearson’s chi-squared
statistic (Greenacre, 1984; Beh and Lombardo, 2014). For such an analysis, differ-
ences between categories is assessed using the chi-squared distance while distances
in a low-dimensional space are Euclidean. Recently, Beh and Lombardo (2022)
showed that the Cressie-Read divergence statistic (Cressie and Read, 1984) plays
a pivotal role in correspondence analysis. This is because Pearson’s statistic, the
Freeman-Tukey statistic, the log-likelihood ratio statistic and others are special cases
of this statistic. Therefore, differences amongst categories can be assessed using this
divergence statistic and still yield Euclidean distances in a low-dimensional space.
This is very appealing since it provides a greater range of difference measures, in-
cluding the chi-squared, Hellinger and logarithmic distances.This paper compares
the quality and configuration of points in a low-dimensional correspondence plot
using the Cressie-Read divergence statistic. This will be done by deriving a global
measure that allows for such a comparison and is an extension of a similar measure
presented in the past; see, for example, Cuadras, Cuadras and Greenacre (2006).

Keywords: Pearson’s chi-squared, Cressie-Read divergence statistic, comparison
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Biplots Based on Latent Variable Models in the
Analysis of Ecological Communities

Jenni Niku and Sara Taskinen

Throughout the last decade, joint species distribution modelling concept (JSDM,
[1]) has gained popularity in the analysis of species communities, where the object
of interests is usually in describing and understanding the structure and dynamics of
a group of interacting species. JSDMs offer a flexible approach for determining and
assessing the mechanisms that drive the communities to exhibit patterns in observed
species communities. One particular JSDM approach, which we focus on, is based on
generalized linear latent variable models (GLLVMs,[2]). The GLLVMs are closely
related to latent factor models which are applicable in several fields of science, but
here we consider them in the analysis of species communities.

While being capable to model, for example, environmental factors on species
abundances and species-to-species associations, the GLLVMs also provide a model-
based tool for producing ordinations and biplots, thus providing a powerful tool
for visualizing those species-to-species associations and connecting them to the
environmental or underlying latent factors driving the species communities. We
introduce the GLLVMs and show how they can be used for producing biplots. In
addition, some useful properties of methods are illustrated by applying them to an
ecological dataset.

Keywords: biplot, latent variable model, joint species distribution model, species
community
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Biplot Representation of Partial Least Squares
Regression for Binary Responses

Laura Vicente-Gonzalez and Jose Luis Vicente-Villardon

In this work we describes biplot representation for visualization of Partial Least
Squares Regression for Binary Responses (PLS-BLR). The PLS-BLR is a gener-
alization of Partial Least Squares Regression [3] to handle a matrix of continuous
predictors and a set of binary responses. The resulting biplot will be a combination
of a traditional representation for numeric data and a Logistic Biplot as described by
[2] or [1].

First we describe the base methods, PLSR, PLSR-BLR and their associated bi-
plots, then the connection among them. Finally we present an application to real
data.

Software packages for the calculation of the main results are also provided.

Keywords: biplot, binary data, PLS, PLS-BLR
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Generalized Spatio-temporal Regression with
PDE Penalization

Eleonora Arnone, Elia Cunial, and Laura M. Sangalli

We develop a novel generalised linear model for the analysis of data distributed over
space and time. The model involves a nonparametric term 𝑓 , a smooth function over
space and time. The estimation is carried out by the minimization of an appropriate
penalized negative log-likelihood functional, with a roughness penalty on 𝑓 that
involves space and time differential operators, in a separable fashion, or an evolution
partial differential equation. The model can include covariate information in a semi-
parametric setting. The functional is discretized by means of finite elements in space,
and B-splines or finite differences in time. Thanks to the use of finite elements, the
proposed method is able to efficiently model data sampled over irregularly shaped
spatial domains, with complicated boundaries. To illustrate the proposed model we
present an application to study the criminality in the city of Portland, from 2015 to
2020.

Keywords: functional data analysis, spatial data analysis, semiparametric regression
with roughness penalty
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Impact Point Selection in Semiparametric
Bifunctional Models

Silvia Novo, Germán Aneiros, and Philippe Vieu

Nowadays, most applied sciences have to deal with datasets containing one, or more,
functional object. Thus, developing techniques for functional data analysis with high
level of flexibility and interpretability has become a target in statistical research.

Accordingly, a new sparse semiparametric model is proposed, which incorporates
the influence of two functional random variables in a scalar response in a flexible and
interpretable manner. One of the functional covariates is included through a single-
index structure, while the other is included linearly through the high-dimensional
vector formed by its discretised observations. Due to the sparse nature of the linear
component, variable selection is needed (see [1] for a review). The problem is that
standard variable selection methods (such that the proposed in [2]) can provide inad-
equate results. Then, two new algorithms are presented for selecting impact points in
the linear component and estimating the model (see [3] for details). Both procedures
utilise the functional origin of linear covariates. Finite sample experiments demon-
strated the scope of application of both algorithms. Some asymptotic results support
both procedures. A real data application showed the applicability of the presented
methodology from a predictive perspective and low computational cost.

Keywords: functional data analyisis, variable selection, semiparametric regression
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Latent Function-on-scalar Regression Models
for Observed Sequences of Correlated Binary
Data: a Restricted Likelihood Approach

Fatemeh Asgari and Valeria Vitelli
In function-on-scalar regression problems, the response curve is sometimes observed
as a sequence of correlated binary or multilevel data. This kind of situations can be
handled via the family of generalized functional regression models, with several
proposals in this direction already present in the literature [2, 3]. In this talk, we
introduce a functional regression setting where the random response curve is unob-
served, and only its dichotomized version as a sequence of correlated binary data is
observed. We propose a practical computational framework for maximum likelihood
analysis relying on the use of a complete data likelihood, which has the advantages of
scaling to large datasets, and of handling non-equally spaced and missing observa-
tions effectively and flexibly. The proposed method is used in the Function-on-Scalar
regression setting, with the latent response variable being a Gaussian random ele-
ment taking values in a separable Hilbert space. We provide smooth estimations for
the functional regression coefficients and principal components by introducing an
adaptive Monte Carlo Expectation Maximization (MCEM) algorithm that circum-
vents selecting the smoothing parameters. The novel method is described in details
in [1], where its performance is also demonstrated by simulated and real case studies,
and is implemented in the R package dfrr.

Keywords: function-on-scalar regression, longitudinal binary data, mcem algo-
rithm
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pcTVI: Parallel MDP Solver Using a
Decomposition into Independent Chains

Jaël Champagne Gareau, Éric Beaudry, and Vladimir Makarenkov

Markov Decision Processes (MDPs) are useful to solve real-world probabilistic
planning problems [1]. However, finding an optimal solution in an MDP can take an
unreasonable amount of time when the number of states in the MDP is large. In this
paper, we present a way to decompose an MDP into Strongly Connected Components
(SCCs) and to find dependency chains for these SCCs. We then propose a variant
of the Topological Value Iteration (TVI) algorithm [2], called parallel chained TVI
(pcTVI), which is able to solve independent chains of SCCs in parallel leveraging
modern multicore computer architectures. The performance of our algorithm was
measured by comparing it to the baseline TVI algorithm on a new probabilistic
planning domain introduced in this study. Our pcTVI algorithm led to a speedup
factor of 20, compared to traditional TVI (on a computer having 32 cores).

Keywords: markov decision process (mdp), planning, strongly connected compo-
nents, dependancy chains, parallel computing
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Classification of Viral Pneumonia Images via
Multiple Instance Learning

Antonio Fuduli, Matteo Avolio, Eugenio Vocaturo, and Ester Zumpano

We present an application of the Multiple Instance Learning (MIl) paradigm to the
classification of pneumonia X-ray images, considering three different categories:
radiographies of healthy people, of people with bacterial pneumonia and of people
with viral pneumonia. The proposed algorithms, which are very fast in practice,
appear promising especially if we take into account that no preprocessing technique
on the images has been used.

In particular we will focus on the application of three different MIL instance-
space approaches: MIL-RL [1], based on a Lagrangian relaxation technique, mi-
SPSVM [2], which combines the classical Support Vector Machine approach with
the Proximal Support Vector Machine technique and MIL-kink [3], which provides
a separation hyperplane fixing in advance the normal and computing the bias by
nonsmooth techniques.

Numerical results on some real-world data sets are presented.

Keywords: multiple instance learning, classification problems, image recognition
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Nonlinear Approaches for Multiple Instance
Learning

Annabella Astorino, Matteo Avolio, and Antonio Fuduli

Multiple Instance Learning (MIL) is a variant of traditional supervised learning
consisting in classifying bags of instances. Differently from the traditional supervised
learning scenario, each example is not represented by a fixed-length vector of features
but by a bag of feature vectors called instances. In the training phase the classification
labels are only provided for each entire bag whereas the labels of the instances inside
them are unknown. The final task is to learn a model that predicts the labels of the
new incoming bags together with the labels of the instances inside them.

We address the MIL problem in the case of two types of instances and two
types of bags (positive and negative) through polyhedral approaches. The idea is
to generate a polyhedral separation surface such that, for each positive bag, at least
one of its instances is inside the polyhedron and all the instances of each negative
bag are outside. We come out with two models. For solving the first one, starting
from the MIL-SVM type model proposed in [1], we develope a technique based on
iteratively separating the bags by means of successive maximum-margin polyhedral
surfaces, obtained by solving successive linear programs. In the second, substituting
the separating hyperplane with a maximum-margin polyhedral surface in the SVM-
type model presented in [2], we obtain a nonsmooth unconstrained optimization
problem of DC (Difference of Convex) type that we solve by adapting the DCA
algorithm. Numerical results are presented on a set of benchmark datasets.

Keywords: multiple instance learning, SVM, polyhedral separation
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An Online Minorization-Maximization
Algorithm

Hien Duy Nguyen, Florence Forbes, Gersende Fort, and Olivier Cappé

Modern statistical and machine learning settings often involve high data volume
and data streaming, which require the development of online estimation algorithms.
The online Expectation–Maximization (EM) algorithm extends the popular EM
algorithm to this setting, via a stochastic approximation approach. We show that an
online version of the Minorization–Maximization (MM) algorithm, which includes
the online EM algorithm as a special case, can also be constructed in a similar
manner. We demonstrate our approach via an application to the logistic regression
problem and compare it to existing methods.

Keywords: expectation–maximization, minorization–maximization, parameter es-
timation, online algorithms, stochastic approximation
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Frugal Gaussian Clustering of Huge
Ombalanced Datasets Through a Bin-marginal
Approach

Filippo Antonazzo, Christophe Biernacki, and Christine Keribin
Clustering conceptually reveals all its interest when the dataset size considerably
increases since there is the opportunity to discover tiny but possibly high value
clusters which were out of reach with more modest sample sizes. However, clus-
tering is practically faced to computer limits with such high data volume, since
possibly requiring extremely high memory and computation resources. In addition,
the classical subsampling strategy, often adopted to overcome these limitations, is
expected to heavily failed for discovering clusters in the highly imbalanced clus-
ter case. Our proposal first consists in drastically compressing the data volume by
just preserving its bin-marginal values, thus discarding the bin-cross ones. Despite
this extreme information loss, we then prove identifiability property for the diago-
nal mixture model and also introduce a specific EM-like algorithm associated to a
composite likelihood approach. This latter is extremely more frugal than a regular
but unfeasible EM algorithm expected to be used on our bin-marginal data, while
preserving all consistency properties. Finally, numerical experiments highlight that
this proposed method outperforms subsampling both in controlled simulations and
in various real applications where imbalanced clusters may typically appear, such as
image segmentation, hazardous asteroids recognition and fraud detection.

Keywords: imbalanced clustering, large size data, gaussian mixture models, binned
data, random subsampling, frugal learning
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Reinforced EM Algorithm Through Clever
Initialization for Clustering with Gaussian
Mixture Models

Joshua Tobin, Chin Pang Ho, and Mimi Zhang

Gaussian mixture models (GMMs) are a prominent clustering method that assume
the data generating process to be a mixture distribution of a finite number of Gaus-
sian components. The clusters are taken to be the constituent components. GMMs
are ubiquitous in clustering applications as they are both simple and flexible, al-
lowing the clusters to vary in terms of their shape, size and orientation. In practice,
the Expectation Maximization (EM) algorithm is used to find maximum likelihood
estimates of the GMM parameters. As the likelihood function is non-convex, care
must be taken to ensure that EM is initialized with values close to the true pa-
rameters. Present initialization methods fail to provide such estimates. The random
initialization approach fails to ensure consistency between runs, and can cause EM
to converge to arbitrarily bad values of the likelihood. A widely used deterministic
approach initializes EM using partitions from likelihood-based hierarchical cluster-
ing. This method is computationally infeasible for large datasets, and is ill-suited for
detecting clusters of different sizes. We here propose initialization scheme which is
applicable to large datasets and reliably produces consistent clustering outputs. We
apply an efficient mode-finding criterion to generate a set of initial mean vectors.
This set is then pruned through optimization of a convex objective with an adaptive
cardinality penalty. We demonstrate how to prune the mean vectors one at a time,
generating a sequence of nested clustering results. We provide guidance on how
to select the optimal clustering from this sequence. We present theoretical guaran-
tees for the quality of our initialization and experimental results to verify that our
algorithm works well in practice.

Keywords: exemplar, Gaussian mixtures, density peaks, convex optimization.
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Exact Computation of the Angular Halfspace
Depth

Stanislav Nagy and Rainer Dyckerhoff

Directional data arise naturally as observations lying in the unit sphere of a 𝑑-
dimensional Euclidean space. The angular halfspace depth [1] is a nonparametric
tool for the analysis of directional data, with wide applications in e.g. classification
and pattern recognition tasks. The angular halfspace depth was proposed already
in 1987 in [2], but its widespread use has been hampered in practice by significant
computational issues. We address these problems by considering a simple projection
scheme that allows reducing the computation of the angular halfspace depth to the
task of evaluating a variant of the usual halfspace depth in a linear space [3]. Efficient
algorithms for exact computation and approximation of the angular halfspace depth
are thus developed.

Keywords: angular halfspace depth, computation, directional data analysis
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Reconstruction of Atomic Measure Based on its
Simplicial Depth

Petra Laketa and Stanislav Nagy

Statistical depth functions have been introduced in order to generalize the notions of
ranks, orderings and quantiles in the multivariate case. Depth is a function that to
any point 𝑥 assigns the quantity which aims to describe how centrally positioned is 𝑥
respect to a given measure. It is of importance to explore whether the depth function
contains all the information of the underlying measure, i.e. does it characterise it. By
characterising we mean that there is no other measure with the same depth function
everywhere. We focus on the special case of simplicial depth, introduced in [2, 2]
and the class of atomic measures. In this particular setup, under mild assumption
of atoms being in general position, we prove that the characterisation property is
satisfied and describe an algorithm for recovering atomic measure from its simplicial
depth.

Keywords: simplicial depth, atomic measures, reconstruction
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Robustness Aspects of Optimized Centroids

Jan Kalina and Patrik Janáček

Centroids are often used for object localization tasks, supervised segmentation in
medical image analysis, or classification in other specific tasks. This paper starts
by contributing to the theory of centroids by evaluating the effect of modified
illumination on the weighted correlation coefficient. Further, robustness of vari-
ous centroid-based tools is investigated in experiments related to mouth localiza-
tion in non-standardized facial images or classification of high-dimensional data in
a matched pairs design. The most robust results are obtained if the sparse centroid-
based method for supervised learning is accompanied with an intrinsic variable
selection. Robustness, sparsity, and energy-efficient computation turn out not to
contradict the requirement on the optimal performance of the centroids.

Keywords: centroids, weighted correlation, robustness, contamination, centroid op-
timization
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Analysis of the Changes in the Polish Traditional
Drugstores Market During COVID-19

Marcin Pelka, Antonio Irpino, and Michal Swachta

The COVID-19 pandemic has a significant impact on different aspects of economy.
Usually the impact on traditonal economy. The paper presents the results of the
analysis of the changes in the Polish traditional drugstores market during COVID-19
situation (from 2019 till 2021). Three different approaches with dynamic multi-
dimensional scaling have been evaluated: classical data, symbolic interval-valued
variables and symbolic histogram variables. The results show that symbolic histor-
gram variables are able to capture all the variability in the data and refect all the
changes.

Keywords: histogram variables, mutidimensional scaling, drugstores, covid-19
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Logistic Regression Models for Aggregated Data

Thomas Whitaker, Boris Beranger, and Scott Sisson

Logistic regression models are a popular and effective method to predict the proba-
bility of categorical response data. However, inference for these models can become
computationally prohibitive for large datasets. Here we adapt ideas from symbolic
data analysis to summarize the collection of predictor variables into histogram form,
and perform inference on this summary dataset. We develop ideas based on composite
likelihoods to derive an efficient one-versus-rest approximate composite likelihood
model for histogram-based random variables, constructed from low-dimensional
marginal histograms obtained from the full histogram. We demonstrate that this
procedure can achieve comparable classification rates to the standard full data multi-
nomial analysis and against state-of-the-art subsampling algorithms for logistic re-
gression, but at a substantially lower computational cost. Performance is explored
through simulated examples, and analyses of large supersymmetry and satellite crop
classification datasets.

Keywords: class prediction, large datasets, one-versus-rest regression, random his-
tograms, symbolic data analysis
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Nonparametric Regressions for Distributional
Data

Albert Meco, Javier Arroyo, and Antonio Irpino

In distributional data individuals are described by means of distributions. While dis-
tributions are complex data representations, several methods have been successfully
proposed to analyze data represented by distributional variables, giving rise to the
field distributional data analysis [1]. In particular, several authors have proposed
regression methods to model some specific kinds of linear relationships that can
take place among distributional variables. However, such methods may suffer in
cases where the linear relationship in the data is not the one the method can deal
with, or when the relationship in the data is not linear. In such cases, nonparametric
regression methods would be able to effectively model the underlying relationship.

We propose three nonparametric regression methods for distributional data: the
kernel regression and the locally weighted regression using the Dias-Brito [2] and
the Irpino-Verde [3] linear regressions for distributional data. The performance of the
proposed methods and the linear approaches will be compared by means of a Monte
Carlo experiment that will consider different underlying relationships in the data. In
addition, we propose the use of several statistical measures and plots to analyze the
regression fit and its errors to better understand how the regressions work.

Keywords: distributional data, nonparametric regression, locally-weighted learning
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Hotspot Cluster Detection Based on Spatial
Hierarchical Structure and its Software

Fumio Ishioka, Shoji Kajinishi, and Koji Kurihara

With the remarkable development of GIS in recent years, it has become easier to
analyze and visualize a wide variety of geospatial data. Echelon analysis [3] was
proposed as a method for objectively visualizing geospatial data by a topological
hierarchical structure. An example application of using echelon analysis is hotspot
detection, that is, detecting a subset of regions with significantly higher or lower
relative risk in geospatial data. An echelon scan method we have proposed uses
echelon’s hierarchical structures to perform hotspot detection [2], and thereby has
become possible to detect an arbitrary shaped cluster even when large amounts of
data are targeted, which is difficult to detect by the conventional method. In this
study, we introduce the R package for the echelon analysis and echelon scan method
we have developed [1], and the web application that can execute these methods while
performing them interactively. In addition, an example of analysis using actual data
will be demonstrated.

Keywords: echelon analysis, echelon scan method, hotspot cluster
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Group Lasso Penalty for Spatially Clustered
Coefficient Regression

Toshiki Sakai, Jun Tsuchida, and Hiroshi Yadohisa

Spatial data has variables with location information. One of the main purposes of
spatial data analysis is to explain the relationships between objective variables and
covariates according to this location information. Geographically weighted regres-
sion (GWR) [1] is a method that allows regression coefficients to vary by location.
However, Li and Sang [3] showed that GWR can lead to numerical instability in es-
timations at locations with few surrounding observation points. They then proposed
spatially clustered coefficients (SCC) regression using the fused lasso penalty. SCC
enables the regression coefficients to be estimated with greater numerical stability
than in GWR.
However, these methods do not assume groups among the covariates. The results
hence tend to be difficult to interpret.
Herein, we propose a method that combines SCC and the group lasso penalty [2].
The proposed method makes it easier for regression coefficients to be the same at
nearby locations while facilitating interpretation by selecting covariates on a group-
by-group basis.

Keywords: geographically weighed regression, fused lasso, spatial data
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Visualization of the Number of New Positives for
COVID-19 in Japan

Yoshiro Yamamoto, Sanetoshi Yamada, Mayumi Tanahashi, and Tadashi Imanishi

COVID-19 has been spreading in Japan and other parts of the world since 2020.
In Japan, the number of newly confirmed positive cases is reported daily in the
news. As the number of infected people increases, restraints on behavior and other
measures have been taken to control the spread of infection. Our group has developed
a system to visualize the number of positive cases of COVID-19 in five prefectures
where university campuses are located, so that the status of the spread of COVID-19
infection can be monitored. ([1],[2], http://covid-map.bmi-tokai.jp/) The
system provides a visualization of the number of newly confirmed positive cases in
each municipality, and is designed to provide an interactive function to provide the
user with the information he or she wants to know. We present the details of the data
collection method as well as the visualization information realized by this system.
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Two Simple but Efficient Elgorithms to
Recognize Robinson Dissimilarities

Mikhaël Carmona, Guyslain Naves, Victor Chepoi, and Pascal Préa

A dissimilarity 𝑑 on a set 𝑆 of size 𝑛 is said to be Robinson [3] if its matrix can
be symmetrically permuted so that its elements do not decrease when moving away
from the main diagonal along any row or column. Equivalently, 𝑆 admits a total
order < such that 𝑖 < 𝑗 < 𝑘 implies that 𝑑 (𝑖, 𝑗) ≤ 𝑑 (𝑖, 𝑘) and 𝑑 ( 𝑗 , 𝑘) ≤ 𝑑 (𝑖, 𝑘).
Intuitively, 𝑑 is Robinson if 𝑆 can be represented by points on a line. Recognizing
Robinson dissimilarities has numerous applications in seriation and classification.
In this paper, we present two simple algorithms (inspired by Quicksort) to recognize
Robinson dissimilarities. One of these algorithms uses partition refinement [2] and
runs in 𝑂 (𝑛2 log 𝑛), the other one uses PQ-trees [1] and runs in 𝑂 (𝑛3) in worst case
and in 𝑂 (𝑛2) on average.

Keywords: Robinson dissimilarities, classification, seriation, pq-trees, partition re-
finement
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Clustering with Missing Data: Which
Imputation Model for Which Cluster Analysis
Method?

Vincent Audigier, Ndèye Niang, and Matthieu Resche-Rigon

Multiple imputation (MI) is a popular method for dealing with missing values. One
main advantage of MI is to dissociate the imputation phase and the analysis one.
However, both are related since they are based on distribution assumptions that have
to be consistent. This point is well known as congeniality.

In this talk, we discuss congeniality of imputation models and clustering on
continuous data. First, we theoretically highlight how two joint modelling (JM)
MI methods, using either general location model (JM-GL) or Dirichlet process
mixture (JM-DP), could be congenial with various clustering methods. Then, we
propose a new fully conditional specification (FCS) MI method with the same
theoretical properties as JM-GL. Finally, we extend this FCS MI method from
normal distribution to account for more complex distributions. Based on an extensive
simulation study, all MI methods are compared for various cluster analysis methods
(k-means, k-medoids, mixture model, hierarchical clustering).

This study highlights the partition accuracy is always improved when the impu-
tation model accounts for clustered individuals. From this point of view, standard
MI methods ignoring such a structure should be avoided. JM-GL and JM-DP should
be recommended when data are distributed according to a Gaussian mixture model,
while FCS methods outperform JM ones on data involving more complex distribu-
tions.
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Hierarchies and Weak-hierarchies as Interval
Convexities

Patrice Bertrand and Jean Diatta

There are several ways to characterize a hierarchy, one being a collection of nonempty
subsets that are convex according to a type of interval function. This characterization
in terms of interval convexity, extends to general classes of multilevel clusterings,
thus providing a unifying theoretical framework [1, 2]. We expand this line of re-
search, with a special attention to specifications allowing the capture of clusterings
usually constructed in data mining practice, such as the Apresjan and the single-link
hierarchies. We propose: (a) New characterizations of hierarchies and weak hierar-
chies as interval convexities, (b) Interval functions which induce known clustering
schemes such as the Single Link hierarchy or the Apresjan hierarchy, (c) A sequence
of nested families of interval convexities that is gradually increasing from the Apres-
jan hierarchy to the Single-Link hierarchy, which enables the detection of redundant
clusters.

Keywords: weak hierarchy, interval convexity, single link hierarchy
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A Rule-based Approach to Scoring Systems

Michael Rapp, Johannes Fürnkranz, and Eyke Hüllermeier

Scoring systems have a long history of active use in safety-critical domains such
as healthcare and justice, where they provide guidance for making objective and
accurate decisions. While scoring systems have often been handcrafted by domain
experts in the past, the use of machine learning algorithms to deduce decision models
from historic data is becoming more prevalent, also due to an increased availability
of data and computational resources. In this work, we present an overview of existing
methods for the data-driven construction of scoring systems and propose a taxonomy
for characterizing the different types of models they produce. We further provide a
new perspective on the topic by establishing a connection between scoring systems
and additive rule models, and propose a rule-based methodology that allows for
constructing scoring systems with different characteristics. In an experimental study,
we investigate the effects of various constraints that are typically imposed on the
complexity of scoring systems to facilitate their use by human practitioners. We also
investigate how existing rule learning techniques help reduce negative impacts in
terms of predictive accuracy they may entail.
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On Explaining Model Change Based on Feature
Importance

Maximilian Muschalik, Fabian Fumagalli, Barbara Hammer, and Eyke Hüllermeier

Understanding the decisions of complex machine learning (ML) models is vital for
leveraging ML ethically and responsibly in everyday applications [1]. The research
field of Explainable Artificial Intelligence (XAI) aims at increasing the interpretabil-
ity of otherwise opaque ML systems. While XAI mainly focuses on static learning
tasks, we are interested in explaining models in dynamic learning environments,
such as online learning from real-time data streams, where models are trained in an
incremental rather than a batch mode. Models in such dynamic settings need to react
and adapt to changes in their environment. We motivate the problem of explaining
these dynamic models by directly explaining the model change, i.e., the difference
between models before and after adaptation, instead of the models per se. We dis-
cuss how this problem may be approached by agnostic explanation methods such
as Feature Importance (FI) and, more specifically, an adaption of the well-known
Permutation Feature Importance (PFI) [2]. We present an incremental version of PFI
and showcase how existing algorithms for detecting changes in data streams can be
adapted to explain model change directly.

Keywords: explainable artificial intelligence, explaining model change, incremental
learning, permutation feature importance
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Interpretable Multi-class Trees for Travel Choice
Mode Analysis

Christian Riccio, Andrea Papola, Michele Staiano, and Roberta Siciliano

Analysis of travel mode choice is fundamental to forecast travel demand when plan-
ning intervention on the supply system. Commonly, this is conducted via Random
Utilities Models (RUMs) which relies on the random utility theory [1]. Recently, the
large availability of travel demand data, mainly from smartphones, has increasingly
led to the use of machine learning models that find their ideal context of use in big
data. Although such models are generally capable of good performance, their intrin-
sic black-box nature is a critical aspect. Hence, to fruitfully apply Machine Learning
approaches to travel mode choice, some enhancements must be considered. Recently,
interpretable machine learning approach [2] has been proposed. The main idea is
to improve the output results of random forests with some additional aids. This
paper provides a new framework to approach interpretable machine learning using
tree-based methods in combination with classical models. The basic rationale with
the main theoretical aspects can be found in old papers [3, 4, 5]. A fresh approach
integrating logistic regression and latent budget models will be demonstrated for a
multi-class response problem typical in transportation studies.

Keywords: tree-based methods, logistic regression, travel mode choice
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Identification of Driver Genes in Glioblastoma
via Regularized Classification

Marta Belchior Lopes and Susana Vinga

Tumor heterogeneity is a major driver of tumor progression and treatment failure.
In the particular case of glioblastoma (GBM), the most common and aggressive
primary brain malignancy, intratumoral molecular heterogeneity translates into dif-
ferent tumor cell clones in a single patient, with different selective advantages, which
makes available therapy options ineffective. The identification of tumor molecular
changes at the cell level is a key to understanding tumor heterogeneity and pro-
viding insights into the development of novel targeted therapies. With the rise of
omics technologies, it is now possible to extract from a single cell a huge amount
of information related to the cell functioning (e.g., genomics, transcriptomics, pro-
teomics). However, these data came at the cost of high dimensionality (the number
of features greatly outnumbering the number of observations), which requires ap-
propriate statistical and machine learning tools to extract relevant information from
these complex molecular networks. In this work, a strategy based on regularized
logistic regression with network information is applied to single-cell RNA sequenc-
ing (RNA-seq) data from GBM patients for classifying cells into distinct neoplastic
cell groups and normal cells, while selecting the features discriminating between the
classes as putative GBM therapy targets. The relevance of the extracted features is
supported by literature reports on their established role in GBM, their significance
in the survival outcomes in bulk GBM RNA-Seq data, and their association with
several Gene Ontology biological process terms.

Keywords: glioblastoma, transcriptomics, regularized classification, high dimen-
tionality, network
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Outlier Detection: a Procedure to Capture
Atypical Groups of Observations

Ana Helena Tavares, Vera Afreixo, and Paula Brito

In this work, we introduce the concept of atypical group of observations and propose a
procedure for its identification. By atypical group, we mean a cluster of observations
whose ‘mean’ pattern stands out from the majority of the ‘mean’ patterns of the
remaining clusters. Challenges that arise in atypical group detection are firstly to
identify a meaningful segmentation of the data, and secondly to flag the atypical
segments. Our work focus on data whose elements are discrete distributions.

If heterogeneous datasets, where distinct patterns coexist, can validly be clustered,
then the class prototypes provide a simplified description of data. Thus, the key idea
of our proposal is to combine a clustering method with a functional outlyingness
criterion to capture atypical class prototypes.

To identify a segmentation of the distributional data we iteratively combine two
steps. The first creates a hierarchy of clusters, while the second flags atypical curves
within each cluster, based on a measure of functional outlyingness which accounts for
the shape of the distributions [1]. Segments with atypical curves, are forwarded for
(sub)clustering, and the procedure is repeated until no outlying curves are identified
in clusters. Once the final partition is obtained, each cluster is represented by a
class prototype, whose outlyingness is evaluated according to the same functional
approach. Clusters with an atypical class prototype are pointed as atypical.

We apply our procedure to investigate clusters of genomic words in human DNA
by studying their inter-word lag distributions. These experiments demonstrate the
potential of the new method for identifying clusters of words with outlying patterns.

Keywords: outlyingness, clustering, distributional data, functional data
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Bayesian Classification and Non-Bayesian Label
Estimation via EM Algorithm to Identify
Differential Expression in Omics Data: a
Comparative Study

Marilia Antunes and Lisete Sousa

Analyses of omics data (biomolecules including large macromolecules such as pro-
teins and nucleic acids, as well as small molecules such as metabolites and natural
products) allow comprehensive genome-wide analysis of complex diseases, offering
a major advantage over previous candidate gene analysis or pathway analysis. One of
the main goals in high-throughput data analysis is the identification of biomolecules
among several thousands that differ between different sample groups.
Omics data classification problem is studied considering the ratio of the expression
levels and a non-observed categorical variable indicating how differentially expressed
each biomolecule is: non differentially expressed, down-regulated or up-regulated.
Assuming that the ratios follow a mixture of gamma distributions, two methods are
proposed [1]. The first method is based on a hierarchical Bayesian model. The con-
ditional probability of a biomolecule to belong to each group is calculated and the
biomolecule is assigned to the group for which this conditional probability is higher.
The second method uses the EM algorithm to estimate the most likely group label
for each biomolecule, that is, to assign the biomolecule to the group which contains
it with the higher estimated probability. Both approaches are applied to omics data
and results are compared.

Keywords: differential expression, EM algorithm, hierarchical Bayesian model,
mixture models
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Sequence-aware Item Recommendations for
Multiply Repeated User-item Interactions

Juan Pablo Equihua, Maged Ali, Henrik Nordmark, and Berthold Lausen

Recommender systems are one of the most successful applications of machine learn-
ing in a wide variety of application domains, such as e-commerce, media streaming,
email marketing, and virtually every industry where personalisation facilitates better
user experience or boosts customer engagement [1]. Their main goal is analysing
past users’ behaviour to predict which items may be of interest for users, and are
typically built with the use of matrix-completion techniques such as collaborative
filtering. However, although these approaches have achieved tremendous success in
several applications, their effectiveness is still limited when users might interact with
the same items multiple times, or when user preferences change over time [2].

Inspired by Natural Language Processing techniques to process, and analyse
sequences of text, we designed a recommender system that accounts to the order
of user-item interactions in a sequential framework to make recommendations [3].
This method is empirically shown to predict accurate probabilities of future user-item
interactions in retail environments, and outperform matrix-completion and similar
sequential approaches by increasing sales up to 130% in different A/B tests.

Keywords: recommender systems, natural language processing, deep learning.
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High-dimensional Linear Regression Estimation

Mauro Iannuzzi and Matteo Farnè

The least square solution for the estimation of the parameters in a multiple linear
regression model is not unique when the number of variables is larger than the num-
ber of units and can be very inaccurate when the number of units is larger than the
number of variables, but the covariate space is high-dimensional.

In [1] a new estimator for large covariance matrices is proposed. The method is
called UNALCE (UNshrunk ALgebric Covariance Estimator) and is based on the
decomposition of the high-dimensional covariance matrix into the sum of a low rank
(L) and a sparse (S) component.

In this poster the effect of different covariance estimators on the statistical prop-
erties of the estimates of the regression coefficients in a multiple linear regression
model is assessed through a wide simulation study.

The goal is to test whether, if appropriately optimized, UNALCE is able to
increase the accuracy in estimation, given a high-dimensional context. The results
are compared with the standard least squares one (when feasible), with the RIDGE
[2] and with ALCE (a variant of UNALCE that stops before the unshrinkage step).

Keywords: multiple linear regression, high dimensions, nuclear norm
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Experimental Study of Similarity Measures for
Clustering Uncertain Time Series

Michael Dinzinger, Michael Franklin Mbouopda, and Engelbert Mephu Nguifo

Uncertain time series (uTS) are time series whose values are not precisely known.
Each value in such time seris can be given as a best estimate and an error deviation
on that estimate. These kind of time series are preponderant in transient astrophysics
where transient objects are characterized by the time series of their light curves which
are uncertain because of many factors including moonlight, twilight and atmospheric
factors. An example of uTS dataset can be found at https://www.kaggle.com
/c/PLAsTiCC-2018. Similarly to traditional time series, machine learning can
be used to analyze uTS. This analyzis is generally performed in the literature using
uncertain similarity measures. In particular, uTS clustering has been performed using
FOTS, an uncertain similarity measure based on eigenvalues decomposition [1].
Elsewhere, the uncertain euclidean distance (UED), which is based on uncertainty
propagation has been proposed and used to perform the classification of uTS [2].
Given UED performance on supervised classication, the goal of this work is to assess
the effectiveness of this uncertain measure for uTS clustering.

A preliminary experiment has been conducted in that direction, the source code
and results of the experiment are publicly available online1. In the experiment, FOTS,
UED and euclidean distance are compared as measures for uTS clustering using the
datasets from [2]. The obtained results revealed that UED is a promising uncertain
measure for uTS clustering. As future direction, an extended experiment with other
uncertain similarity measures such as DUST and PROUD [3] will be conducted.

Keywords: time series, clustering, uncertainty, similarity
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Assessing the Status of Two Data-limited Skates
Landed in Portuguese Ports Using an Empirical
Catch Rule

Erick Chatalov, Ivone Figueiredo, Lisete Sousa, and Bárbara Pereira

Worldwide there are concerns on the impact of fisheries on marine ecosystems. The
goal 14 of the UN sustainable development aims to Conserve and Sustainably use the
Oceans, Seas and Marine Resources. To reach this goal it is required that fisheries be
adequately managed. Despite that, for many fisheries the data available is deficient
and do not allow to have reliable estimates of stock status. In those cases, international
agreements request the adoption and implementation of the Precautionary Approach.
Raja brachyura and Raja clavata are two elasmobranch species characterized by life-
cycle traits that make them particularly vulnerable to fishing. In Portuguese waters
data available for these species are limited despite their relative importance in Rajidae
landings, being mainly caught by fishing vessels operating bottom trawl and trammel
nets. This study applies the methodology proposed by Fischer et al. [1] for evaluating
the performance of a modified “2 over 3” rule as the management procedure, after
a 100-year fishing history simulated from age-structured operating models for data-
limited stocks, using the available knowledge on biological parameters of the two
species. A genetic algorithm was applied to improve the performance of a data-
limited catch rule. Different levels of uncertainty on the input data were explored
and its impact on the estimation evaluated.

Keywords: empirical catch rule, genetic algorithm, age-structured operating
models, Rajidae species
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Machine Learning Approach to Identify Factors
that Influence Accident Severity

Daniel Santos, Vitor Nogueira, José Saias, Paulo Quaresma, Paulo Infante,
Gonçalo Jacinto, Anabela Afonso, Leonor Rego, Pedro Nogueira, Marcelo Silva,
Rosalina Pisco Costa, Patrícia Gois, and Paulo Rebelo Manuel

Since the twentieth century, road traffic accidents became a severe public health con-
cern, with deaths and injuries posing a serious threat to world health and a negative
influence on social and economic progress. One of the primary goals of accident
data analysis is to determine the main factors that contribute to a traffic accident.
This study aims to create a Machine Learning approach capable of identifying the
factors that influence accident severity (seriously injured/dead or lightly injured/no
injured), supporting the analysis of accident data. A four-year traffic accident data set
from 2016 to 2019 in the Portuguese district of Setúbal is used. Clustering, Random
Forests and C5.0 rule models are some of the techniques used to select the most
influential factors and represent them in rule sets. Results show that a rule-based
model using the C5.0 algorithm can accurately identify the most relevant factors
describing road accident severity. Factors such as accidents involving motorcycles
and pedestrian running over are the most prominent factors in our data.

Keywords: machine learning, road accident data, rule-based model
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Trade and Bank Credit of Portuguese SMEs: a
Panel Data Application

Carla Henriques, Pedro Pinto, and Carolina Cardoso

Financial constraints are an obstacle to the growth and development of small and
medium-sized enterprises (SME) [3]. The literature review shows that SMEs pre-
ferentially resort to bank credit to face these constraints [2]. However, given the
limitations to which they are subject and the constraints they encounter with the
banking system, trade credit appears as an alternative for many companies [2].
To study the determinants of bank credit and trade credit, regression models with
panel data were used, considering a time horizon of ten years (2010 to 2019). The
data were collected through the SABI (Iberian Balance Sheets Analysis System),
selecting 5860 Portuguese SMEs with a total of 58,600 panel data records. The
models include the firm’s information on the return on assets, collateral security,
current ratio, turnover growth and Altman’s Z score of bankruptcy prediction [1],
as independent variables. The time dummies were also included. Several models
were estimated using fixed effects and random effects estimation and the same
conclusions were drawn. This study is considered relevant for Portuguese SMEs,
banking institutions and stakeholders, as the main factors that influence the use of
bank credit and trade credit are analyzed along with an indicator of financial distress.

Keywords: panel data, regression models, trade credit, bank credit
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Hausdorff Distance: a Powerful Tool for
Matching Households and Individuals in
Historical Censuses

Thais Pacheco Menezes, Michael Fop, and Thomas Brendan Murphy

Matching households and individuals in historical censuses can be difficult due to
the absence of unique identifiers, typographical errors, and changes in attributes over
time. The tools of record linkage are of great assistance when linking households
and individuals in historical censuses. In this work, we define a general multi-step
record linkage procedure that allows the incorporation of household information
to improve the process of matching entities across different databases. We propose
using the Hausdorff distance when comparing households in historical censuses.
A constrained logistic regression model with attribute level Hausdorff distances is
developed to estimate the probability of a match between any two households. The
probabilities from this model are then employed to match households across the
databases. Subsequently, individuals within households are matched using a logistic
regression based on attribute level distances. The probabilities estimated from this
regression are used in a linear programming optimization framework to enforce one-
to-one matches between individuals in the matched household across the databases.
The methodology is developed in application to record linkage of the Irish census
databases of 1901 and 1911. The analysis focuses on a number of regions for which
labels of matching households and individuals are available, allowing training and
testing of the procedure. The approach is shown to yield 65.15% correct household
matches for regions that are close to the region used for model training and 58.70%
correct household matches for more distant regions. When matching individuals
within households, an average correct individual match rate of 86.2% is found for
individuals within correctly matching households.

Keywords: census, Hausdorff distance, matching databases, record linkage
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Model-based Tri-clustering

Rafika Boutalbi, Lazhar Labiod, and Mohamed Nadif

Classical clustering procedures seek to separately construct an optimal partition of
rows or columns or sometimes of rows and columns simultaneously. In this latter, co-
clustering methods organize the data into homogeneous blocks. Methods of this kind
have practical importance in a wide variety of applications. However, tensor data
representation is a handy tool to represent data with complex structures. The three-
way tensors are used in different fields like recommender systems, medical fields and
social studies. Thereby, extending co-clustering to tri-clustering is a good manner
to harness this kind of data. Several tri-clustering algorithms have been proposed
in the literature. As suggested in [1] and through our investigations, we propose
to classify the existing tri-clustering methods into five families: stochastic, greedy,
genetic, tensor factorization and co-clustering based approaches. In our proposal
we propose a flexible model-based tri-clustering. In order to use the model in a
clustering setting, we want to jointly infer the latent variables Z, W, S and learning
the model parameters. We develop an approach based on Variational Expectation-
Maximization and we derive, thereby, effective tri-clustering algorithms capable to
reveal homogeneous sub-tensors from a 3-way tensor sparse or not. We illustrate
the performances of these algorithms through numerical experiments on simulated
and real-case datasets comparing with baseline algorithms [2, 3] in different fields
including text-mining.

Keywords: tri-clustering, tensor, data science, text-mining
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Analyzing the Effects of Deviations from
Normality on the Latent Growth Curve Models
Goodness-of-fit

Catarina Marques, Maria de Fátima Salgueiro, and Paula C.R. Vicente

Latent growth curve models (LGCM) became in recent years a very popular tech-
nique for longitudinal data analysis: they allow individuals to have distinct growth
trajectories over time [1]. Although the LGCM specified model structure imposes
normality assumptions, the data analyst often faces data deviations from normal-
ity, implying mild, moderate or even severe values for skewness and or kurtosis.
In the current research, a Monte Carlo simulation study was conducted in order to
investigate the effect of observed data deviations from normality on goodness-of-fit
indices. A new approach to generate multivariate non-normal distributed data was
used: the VITA method [2]. This method is a covariance model simulation method
using regular vines. The dependency structure is determined by bivariate copulae
and a nested set of trees.

One thousand datasets were randomly generated from regular vines using Clay-
ton copula and three marginal distributions (Normal, Student 3 and Gamma). The
multivariate normal distribution was also used for data generation. LGCM with
unconditional linear growth was considered. Three time points and distinct combi-
nations of sample sizes were used. The impacts of such deviations on goodness-of-fit
measures are discussed.

Keywords: goodness-of-fit indices; LGCM, non-normality data, VITA method.
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Transformation Mixture Modeling for Skewed
Data Groups with Heavy Tails

Yana Melnykov, Xuwen Zhu, and Volodymyr Melnykov

Gaussian mixture models have been the most popular mixtures in literature over
years. However, the validity of the normality assumption for individual groups is
often violated. In such cases, distributions that can model skewness as well as heavy
tail behavior are often chosen as mixture components. The proposed contaminated
transformation mixture model employs the idea of transformations to symmetry and
can effectively model skewness, heavy tails, and scatter in data. A model selection
algorithm is proposed to find models that perform well in terms of the data fit but
involve fewer parameters. The utility of the methodology is illustrated on simulated
and classification data sets.

Keywords: finite mixture model, cluster analysis, transformation, skewness
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A Simulation Study on Variable Selection in
Mixture Regression Models

Susana Faria

Finite mixture regression models provide a flexible tool for modeling data that arise
from a heterogeneous population, where the relationship between the response and
the covariates varies across the sub-populations [3]. In the applications of these
models, a large number of covariates are often used and their contributions toward
the response variable vary from one component to another of the mixture model.
For this reason, variable selection assumes a great relevance for mixture models,
something particularly notorious in the last few years.

Variable selection via penalized likelihood has attracted great attention in recent
literature. In particular, [2] have investigated the variable selection problem for finite
mixture regression models with versions of the penalty functions.

In this work we analyze the problem of variable selection in finite mixture regres-
sion models in the presence of a large number of explanatory variables. We study
the performance of a penalized likelihood approach in identifying the most relevant
subset of covariates using the Classification Expectation-Maximization algorithm
(CEM) [1].

Simulation examples indicate that the method works well in terms of both variable
selection and prediction accuracy.

Keywords: mixture of linear models, variable selection, penalized likelihood, clas-
sification expectation-maximization (CEM) algorithm
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Hybrid Forecasting Combinations by Feature
Based Metalearning

Moises Santo, Andre C.P.L.F. de Carvalho, and Carlos Soares

A challenge in time series forecasting is selecting the technique that will induce the
best forecasting model for a given time series. Metalearning is a good alternative to
reduce the computational cost and attend to the high need for specialized knowledge
in this area [1]. In recent works, model selection frameworks successfully applied
metalearning to select time series forecasting methods. Allied to metalearning, com-
bining forecasts is an up-and-coming alternative to investigate. One of the main
results of a time series competition to assess time series forecasting models, the
Makridakis M4 competition was the victory of a hybrid method that combined the
forecasts of statistical and machine learning models [3]. Several time series forecast-
ing approaches have applied Seasonal-Trend decomposition based on Loess (STL)
and Empirical Mode Decomposition (EMD) to divide the time series into compo-
nents with different properties to generate hybrid forecasting models. However, the
models for each component have usually been selected arbitrarily. This work investi-
gates the automatic selection of promising hybrid model combinations for univariate
time series forecasting by using feature-based metalearning. According to previous
experiments [2], under certain conditions, the application of the STL decomposition
method for the formation of additive hybrid combinations presents better results than
the use of individual models.

Keywords: time series, hybrid forecasting, metalearning
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On the Measurement of Household Subjective
Poverty: Concepts and Application

Aleksandra Łuczak and Sławomir Kalinowski

Poverty is a multi-dimensional phenomenon that cannot be directly measured cor-
rectly by a single indicator. Research on poverty uses both objective and subjective
indicators. Objective measures do not show the complete nature of poverty as they
only examine economic conditions, mainly household income or expenses, or their
basic needs. Hence, our research focuses on subjective poverty, which includes the
diversity of perceptions of poverty among respondents. The aim of the research is
to present and compare methodological approaches to the construction of a syn-
thetic measure of subjective household poverty. The research took into account the
aggregation of variables describing the past, present, and future. The procedure of
constructing a synthetic measure utilized the measure of distance between triangular
fuzzy numbers [2] and the generalized distance measure [5]. However, the aggrega-
tion of variables relied on three fuzzy methods based on the ideas of Hellwig [1],
TOPSIS [4] and Chen [1]. The approaches were used to assess the level of subjective
household poverty in Poland. The study was based on data collected using the CAWI
method in April 2021. The use of fuzzy approaches to the assessment of subjective
poverty allows more precise determination of its level than with the standard mea-
surement. In addition, the subjective poverty measure can also be used as a basis for
formulating poverty reduction strategies.
Keywords: subjective poverty, fuzzy hellwig’s method, fuzzy topsis, gdm
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Socio-economic Classification of Territorial
Units: Extreme Value Theory-based Methods as
Support for the Construction of a Synthetic
Index

Aleksandra Łuczak and Małgorzata Just
A socio-economic classification of territorial units is helpful to assess their con-
dition and plan their development. However, this process reveals many problems,
such as data availability, selection of indicators and their measurement, selection
of appropriate methods for normalization, weighing and aggregation of indicators.
Aggregation of data depend on kind of data and distribution of variables. One of the
main problems for real data are atypical observations. They are significant compli-
cation in the analysis of complex economic phenomena, because they have a strong
influence on the obtained results [3]. The main goal is to present a comprehensive
linear ordering procedure using the positional version of TOPSIS and methods of
extreme value theory to assess the level of socio-economic development of various
types of territorial units. We propose a two-step procedure based on six automatic
methods that identify the tail of the variable distribution (atypical observations).
Moreover, in order to eliminate the impact of asymmetry, mainly in the central part
of the variable distribution, we also use the positional TOPSIS method based on
ideas of Hellwig [1], as well as Hwang and Yoon [2]. The procedure proposed was
used to assess the socio-economic situation of voivodships, districts and municipal-
ities in Poland in 2019. The conducted research allows to expand the spectrum of
quantitative methods used to study complex phenomena and improves the quality of
research.
Keywords: extreme values, tail distribution, positional topsis socio-economic situ-
ation, territorial units
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Depth-based Two-sample Testing

Felix Gnettner, Claudia Kirch, and Alicia Nieto-Reyes

Depth functions provide measures of the deepness of a point with respect to a given
set of observations. This non-parametric concept can be applied in spaces of any di-
mension and entails a center-outward ordering for the given data. A two-sample test
has been previously proposed that is based on depth-ranks and offers opportunities
for further investigations: Observing that the corresponding test statistic LS(𝑋,𝑌 )
is not symmetric with respect to the two samples 𝑋 and 𝑌 , the power can be greatly
increased if LS(𝑋,𝑌 ) and LS(𝑌, 𝑋) are jointly considered. Within the last years,
depths with respect to functional data have been established that we combine with
this procedure to obtain new non-parametric two-sample tests for functional data.
We investigate the asymptotic behaviour of this modified test procedure for several
classes of depths including depths for functional data.

Keywords: two-sample test, depth, non-parametric
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The Control of False Discovery Rate for
Functional Data

Niels Lundtorp Olsen, Alessia Pini, and Simone Vantini

In functional data analysis (FDA), the object of statistical methods are functions,
which are typically modeled as random elements of a Hilbert space. In this frame-
work inference is particularly challenging, since it deals with elements of infinite
dimensional spaces. A popular topic in FDA is local inference, i.e., the continuous
statistical testing of a null hypothesis along the domain. The principal issue in this
topic is the infinite amount of tested hypotheses, which can be seen as an extreme
case of multiple comparisons problem. Local inferential techniques are either based
on simultaneous confidence bands, or on the definition of a 𝑝-value function, which
provides a 𝑝-value at each point of the domain, guaranteeing a control of a quantity
related with the error rate on the whole domain. In this work we focus on this second
line, and in particular on the control of the false discovery rate (FDR), which is the
expected proportion of false discoveries (rejected null hypotheses) among all dis-
coveries, and was first introduced in the seminal paper by Benjamini and Hochberg
[1]. We define FDR in the setting of functional data defined on a manifold domain.
We then introduce the functional Benjamini-Hochberg (fBH) procedure: a procedure
able to control the previously defined functional FDR. Finally, the fBH procedure
is applied to the analysis of daily temperatures on Earth. All details about the fBH
procedure are reported in [2].

Keywords: Benjamini-Hochberg procedure, multiple comparisons, null hypothesis
testing, local inference
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Functional Random Forest for Biomedical
Signals Classification and Interpretative Tools

Fabrizio Maturo and Rosanna Verde

This study deals with tree-based techniques and functional data analysis (FDA)
[1] for supervised classification of curves representing high-dimensional biomedi-
cal data recorded over time. Recently [2] proposed Functional Classification Trees
(FCTs) and Functional Random Forest (FRF) [3] using b-spline representation and
the Functional Principal Components Decomposition (FPCD) as possible basis trans-
formation to obtain features from curves for training the classifiers. In our proposal,
an original contribution is also given by new interpretative tools of the functional
classification rules in the functional framework. Applications on ECG data have
shown the effectiveness of the proposed functional classifiers in terms of accuracy
and their usefulness in terms of interpretability.

Keywords: functional data analysis, supervised classification, functional random
forest

References

1. Ramsay J, Silverman B. Functional Data Analysis, 2nd edn. New York: Springer (2005)
2. Maturo, F., Verde, R.: Pooling random forest and functional data analysis for biomedical

signals supervised classification: theory and application to electrocardiogram data. Statistics
in Medicine, 1–29 (2022)

3. Breiman L. Random Forests. Machine Learning 45(1) 5–32 (2001)

F. Maturo, R. Verde
DMF, University of Campania, Caserta, Italy,
e-mail: {fabrizio.maturo,rosanna.verde}@unicampania.it

219

{fabrizio.maturo, rosanna.verde}@unicampania.it


Correlation-based Iterative Clustering Methods
for Time Course Data

Michelle Carey, Shuang Wu, Guojun Gan, and Hulin Wu

Many pragmatic clustering methods have been developed to group data vectors or
objects into clusters so that the objects in one cluster are very similar and objects
in different clusters are distinct based on some similarity measure. The availability
of time course data has motivated researchers to develop methods, such as mixture
and mixed-effects modelling approaches, that incorporate the temporal information
contained in the shape of the trajectory of the data. However, there is still a need for
the development of time-course clustering methods that can adequately deal with
inhomogeneous clusters (some clusters are quite large and others are quite small).

We propose two such methods, hierarchical clustering (IHC) and iterative
pairwise-correlation clustering (IPC). We evaluate and compare the proposed meth-
ods to the Markov Cluster Algorithm (MCL) and the generalised mixed-effects
model (GMM) using simulation studies and an application to a time course gene
expression data set from a study containing human subjects who were challenged by
a live influenza virus. We identify four types of temporal gene response modules to
influenza infection in humans, i.e., single-gene modules (SGM), small-size modules
(SSM), medium-size modules (MSM) and large-size modules (LSM).

Keywords: functional data analysis, inhomogeneous clusters, high-dimensional
data analysis
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Depth-based Classifiers for Partially Observed
Functional Data

Antonio Elías, Raúl Jiménez, Anna Maria Paganoni, and Laura M. Sangalli

Partially observed functional data are frequently encountered in applications and are
the object of an increasing interest by the literature. We here address the problem
of classification in the context of partially observed functional data based on Depth-
to-Depth classifiers [1]. To do that, we propose an integrated functional depth for
partially observed functional data [2], dealing with the very challenging case where
partial observability can occur systematically on any observation of the functional
dataset. In particular, differently from many techniques for partially observed func-
tional data, we do not request that some functional datum is fully observed, nor we
require that a common domain exist, where all of the functional data are recorded.
Because of this, our proposal can also be used in those frequent situations where
reconstructions methods and other techniques for partially observed functional data
are inapplicable. By means of simulation studies, we demonstrate the very good
performances of the proposed depth on finite samples. We illustrate our proposal
with a classification problem with data obtained from medical imaging.

Keywords: classification, partially observed functional data, depth-to-depth
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Using Clustering and Machine Learning
Methods to Provide Intelligent Grocery
Shopping Recommendations

Nail Chabane, Mohamed Achraf Bouaoune, Reda Amir Sofiane Tighilt, Bogdan
Mazoure, Nadia Tahiri, and Vladimir Makarenkov

Nowadays, grocery lists make part of shopping habits of many customers. With the
popularity of e-commerce and plethora of products and promotions available on
online stores, it can become increasingly difficult for customers to identify products
that both satisfy their needs and represent the best deals overall. In this paper, we
present a grocery recommender system based on the use of traditional machine
learning methods aiming at assisting customers with creation of their grocery lists
on the MyGroceryTour platform which displays weekly grocery deals in Canada.
Our recommender system relies on the individual user purchase histories, as well as
the available products’ and stores’ features, to constitute intelligent weekly grocery
lists. The use of clustering prior to supervised machine learning methods allowed us
to identify customers profiles and reduce the choice of potential products of interest
for each customer, thus improving the prediction results. The highest average F-score
of 0.499 for the considered dataset of 826 Canadian customers was obtained using
the Random Forest prediction model which was compared to the Decision Tree,
Gradient Boosting Tree, XGBoost, Logistic Regression, Catboost, Support Vector
Machine and Naive Bayes models in our study.

Keywords: clustering, dimensionality reduction, grocery shopping recommenda-
tion, intelligent shopping list, machine learning, recommender systems
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Typology of Motivation Factors for Employees in
the Banking Sector: Multivariate Data Analysis

Áurea Sousa, Osvaldo Silva, M. Graça Batista, Sara Cabral, and Helena
Bacelar-Nicolau

The main purpose of this work is to know the perceptions of bank employees on the
main motivational factors in the organizational context. Data analysis was performed
based on Categorical Principal Component Analysis (CatPCA) and some agglomer-
ative hierarchical clustering algorithms from VL parametrical family, applied to the
items that aim to assess the aspects most valued by bankers. The CatPCA allowed
to extract four principal components which explain almost 70% of the total data
variance. The dendrograms provided by the hierarchical clustering algorithms over
the same data, exhibit four main branches, which are associated with different main
motivational factors. Moreover, CatPCA and clustering results show an important
correspondence concerning the main motivations in this sector.

Keywords: leadership, welfare, motivational factors, catpca, cluster analysis .
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Industry Sector Detection in Legal Articles
Using Transformer-based Deep Learning

Hui Yang, Stella Hadjiantoni, Yunfei Long, Rūta Petraitytė, and Berthold Lausen

Industry analysis, which identifies multiple industry sectors hidden in massive legal
texts, could benefit greatly to business activities of legal professions such as im-
proving customer services by detecting overall industry trends across legal topics.
However, manual industry labeling on enormous legal information will be expen-
sive and time-consuming. This research investigated an AI-powered approach to
automatically recognise industry sectors using transformer-based deep learning [1]
which had shown advantages on a set of Natural Language Processing (NLP) tasks
recent years. In this study, a dataset consisting of over 1,700 annotated legal articles
was curated for the identification of six industry sectors. Two main research ques-
tions will be answered by the outcome of our work: (1) Like other NLP tasks that
mostly focus on the analysis at word token or sentence level, do transformer models
also perform well on the full-text articles? (2) Compared with large-scale general
domain data, could transformer models work effectively on a small legal-specific
domain dataset? Our experimental results showed that the transformer-based predic-
tive models achieved the F1 scores ranged between 0.73 and 0.83 on the detection of
the six industry sectors. When the word sequence length was increased to 1,024 or
2,048 words, the performance got slight worse compared with that of the relatively
short word sequences (e.g., 512). The research results suggested that transformer
models are sensitive to the data size, text structure, and domain area to some extent.

Keywords: industry sector detection, text classification, transformer models
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User Segmentation Based on Online Behavioural
Data via Ensemble Predictions and Clustering

Stella Hadjiantoni, Hui Yang,Yunfei Long, Ruta Petraityte, and Berthold Lausen

We use unsupervised clustering and supervised ensemble machine learning to iden-
tify segments of users defined by behavioural data. Hierarchical clustering is used as
an explorative method and to identify users with similar behavioural patterns based
on their online activity data (aka click data from mondaq.com). We assess estimated
clusters by parametric bootstrap evaluation [1]. Stable clusters are used as additional
features in ensemble prediction of win-loss probabilities for potential clients. We
improve the interpretability of the machine learning model by ensembles of optimal
trees [2, 3]. Our approach is compared with several machine learning models as
random forest, neural networks and logistic regression.

Keywords: bootstrap assessment of cluster stability, ensemble of optimal trees,
win-loss probabilities of potential clients
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Attitudes Toward Statistics in the 3rd Cycle of
Basic Education in Portugal

Adelaide Freitas, Ana Julieta Morais, Pedro Sá Couto, and Anabela Rocha

Statistics learning during the first school years is essential to provide all the citizens
with Statistical Literacy that allows them to correctly read statistical information.
While attitudes towards Statistics is a topic widely investigated at university level,
it is scarce for students in the 3rd cycle of basic education (12-15 years-old). The
well known questionnaire SATS-36© (Survey of Attitudes Toward Statistics, version
Pos) [1] was culturally adapted to Portuguese (European) language and for students
of that school cycle. Based on a sample of 215 students from schools in the central
region of Portugal, a model with four factors (Affect, Interest, Value, and Effort) is
proposed for the adapted scale. Randomly partitioning the data into a training sample
and a test sample, the following analyses were performed to define the model: (i)
Exploratory Factorial Analysis on training samples, showing invariance property of
the 4-dimensional model; and (ii) Confirmatory Factorial Analysis on test samples,
showing adequacy of the 4-factorial structure. The structure of the proposed model
is compared with (a few) other models proposed in other countries.

Keywords: sats-36©, exploratory factorial analysis, confirmatory factorial analysis
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Predictors of Quantitative Skills in Degree
Schemes at University

Alex Partner, Adi Lausen, Alexei Vernitski, Chris Saker, and Berthold Lausen

In the United Kingdom, students are required to study mathematics up until the age
of 16. After this age it ceases to become compulsory, despite students remaining in
education until the age of 18. This means that only 20% of students on UK degree
schemes have studied mathematics between the ages of 16-18 [1]. Comparing this
figure with over 50% uptake in comparable countries, the UK falls short in terms of
maths skills in Higher Education and industry [2].
In this paper, we will discuss the findings of a two-wave study that we conducted at
a UK Higher Education institution with first-year undergraduate students. We con-
ducted the first wave of the study at the start of the university term to understand the
effect mathematical literacy has on their maths and statistics performance. Further,
we investigated the extent maths anxiety, personality traits and metacognition im-
pact on their performance accuracy. Results showed that post-16 mathematics, low
mathematics anxiety, low conscientiousness and low extraversion were associated
with better maths and statistics performance at the start of the university term. Only
higher agreeableness (working with others) was associated with higher improvement
of maths and statistics performance after one term.

Keywords: personality traits, mathematics anxiety, confidence judgements
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Using Excel and R for Teaching Statistics and
Data Analysis

W.H. Moolman

The presentation is about the use of computer software in teaching Statistics and Data
Analysis with the purpose of enhancing students learning experience and preparing
them better for a career. The software that comes to mind in this regard are Excel
(part of MS Office) and R (available free of charge).

The effects of Covid-19 resulted in the teaching and assessment at many univer-
sities being moved from classroom to online. With teaching and assessment online
the emphasis is more on understanding concepts, computing results and interpreting
computer output. In such a teaching environment the use of computer software like
Excel and R is essential.

Problem: How and when to use Excel (spreadsheet based) and R (computing code
based) in teaching?

Methodology: This depends very much on who are being taught and the goals to
be achieved by using the software.

Results: Depending on the type of teaching, Excel and R can be used separately
or to complement each other.

Implications: Excel and R can be used at every level of teaching from demonstrat-
ing simple concepts to complicated Data Mining and bootstrapping calculations.

All these issues and more will be discussed in the presentation.

Keywords: learning, spreadsheet, computing
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Students’ Assessment Through a IRT and
Archetypal Analysis Joint Strategy

Lucio Palazzo and Francesco Palumbo

Item response theory [1, IRT] measures latent traits from one or more sets of manifest
variables, namely items, by defining the relations between the observed variables
(e.g., item responses to a test) and the latent variables. Three of the five higher edu-
cation items that refer to student’s abilities, as defined by the Dublin descriptors, are
considered in this proposal: knowledge, application, judgment. IRT models assume
that students belong to homogeneous groups concerning these abilities. Mixture
IRT models [2, mixIRT] assume that the observed population is composed of latent
subpopulations with class-specific quantitative parameters, representing a practical
approach to finding groups by aggregating the units with respect to group’s average
abilities. However, assessors generally want to discover "extreme" groups of students:
the most skilled, but especially those profiles that have peculiar deficits for one or
more learning abilities, to define a recommendation system helping the student to fill
the gaps. Archetypical analysis (AA) represents an effective data partitioning alter-
native to the clustering approaches around the means. The archetypes are observed
or unobserved extreme points lying on the convex-hull, minimizing the sum of the
squared distances from all points. The algorithm computes a membership vector for
each unit with respect to each archetype. This proposal integrates the mixIRT model
with the probabilistic archetypal analysis [3, PAA], presenting a hybrid estimation
algorithm which iteratively computes the latent variables and the units’ memberships
to a set of k archetypes, where k is assumed to be known.

Keywords: item response theory, clustering, learning analytics

References

1. Hambleton, R. K., Swaminathan, H.: Item response theory, principles and applications.
Springer Science & Business Media (1985)

2. Mislevy, Robert J., Verhelst, N.: Modeling item responses when different subjects employ
different solution strategies. Psychometrika 55.2, 195-215 (1990)

3. Seth, S., Eugster, M. J. A.: Probabilistic archetypal analysis. Mach Learn 102.1, 85-113 (2016)

Lucio Palazzo
Department of Political Sciences, University of Naples Federico II, L. Rodinò 22 road - 80138
Napoli, Italy, e-mail: lucio.palazzo@unina.it

Francesco Palumbo
Department of Political Sciences, University of Naples Federico II, L. Rodinò 22 road - 80138
Napoli, Italy, e-mail: francesco.palumbo@unina.it

229

lucio.palazzo@unina.it
francesco.palumbo@unina.it


Kernel-based Hierarchical Structural
Component Models for Pathway Analysis

Suhyun Hwangbo, Sungyoung Lee, Seungyeoun Lee, Heungsun Hwang, Inyoung
Kim, and Taesung Park

Pathway analyses have led to more insight into the underlying biological functions
related to the phenotype of interest in various types of omics data. Pathway-based
statistical approaches have been actively developed, but most of them do not consider
correlations among pathways. Because it is well known that there are quite a few
biomarkers that overlap between pathways, these approaches may provide misleading
results. In addition, most pathway-based approaches tend to assume that biomarkers
within a pathway have linear associations with the phenotype of interest, even though
the relationships are more complex.

To model complex effects including nonlinear effects, we propose a new approach,
Hierarchical structural CoMponent analysis using Kernel (HisCoM-Kernel). The
proposed method models nonlinear associations between biomarkers and phenotype
by extending the kernel machine regression and analyzes entire pathways simulta-
neously by using the biomarker-pathway hierarchical structure. HisCoM-Kernel is a
flexible model that can be applied to various omics data. It was successfully applied
to three omics datasets generated by different technologies. Our simulation studies
showed that HisCoM-Kernel provided higher statistical power than other existing
pathway-based methods in all datasets. The application of HisCoM-Kernel to three
types of omics dataset showed its superior performance compared to existing meth-
ods in identifying more biologically meaningful pathways, including those reported
in previous studies.

Keywords: hierarchical structure, kernel, omics data, pathway
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Bayesian Inference for the Generation Interval
of COVID-19 in Busan, Korea

Jayoeng Paek, Ilsu Choi, Kyeongah Nah, and Yongkuk Kim

In epidemiological dynamics, there are important parameters to provide knowledge
of disease transmission, such as reproduction number, generation interval, serial
interval and incubation time. Among them, generation interval, which is the trans-
mission time difference between infector and infectee, is key parameter to estimate
how quickly the disease spread out. However, it is hard to calculate generation time
because the time when a person is infected is considerably uncertain. In this study,
we estimate generation interval of COVID-19 in Busan, South Korea according to
the emergence of new variants. Markov chain Monte Carlo (MCMC) method is used
to estimate generation interval. In a simulation, distributions of generation interval
and incubation period are assumed to follow gamma distribution. As a results, we
provide quantiles of generation interval and pre-symptomatic transmission rates for
periods with a newly predominant mutation.

Keywords: generation interval, mcmc
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Fitting an Accelerated Failure Time Model with
Time-dependent Covariates via Nonparametric
Gaussian Scale Mixtures

Ju-Young Park, Byungtae Seo, and Sangwook Kang

An accelerated failure time (AFT) model is a popular regression model in survival
analysis. It models the relationship between the failure time and a set of covariates via
a log link with an addition of a random error. The model can be either parametric or
semiparametric depending on the degree of specification of the error distribution. The
covariates are usually assumed to be fixed - ‘time independent’. In many biomedical
studies, however, ‘time-dependent’ covariates are frequently observed and Cox and
Oakes [2] proposed an AFT model with time-dependent covariates.
In this work, we consider a semiparametric time-dependent AFT model. We assume
that the distribution of the baseline failure time as an infinite scale mixture of
Gaussian densities. Thus, this model is highly flexible compared to that assumes a
one-component parametric density. We consider a maximum likelihood estimation
and propose an algorithm based on the constrain newton method [2] for estimating
model parameters and mixing distributions. The proposed methods are investigated
via simulation studies to assess the finite sample properties. The proposed methods
are illustrated with a real data set.

Keywords: time dependent covariates, nonparametric gaussian-scale mixture, con-
strain newton method, survival analysis
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Comparison of Survival Prediction Models for
Pancreatic Cancer: Cox Model vs. Machine
Learning Models

Hyunsuk Kim, Taesung Park, and Seungyeoun Lee
A survival prediction model has been recently developed to evaluate the prognosis
of nonmetastatic resected pancreatic ductal adenocarcinoma (PDAC) based on a Cox
model using two nationwide database: Surveillance, Epidemiology and End Results
(SEER) and Korea Tumor Registry System-Biliary Pancreas (KOTUS-BP). In this
study, we applied the two machine learning methods such as random survival forests
(RSF) and support vector machines (SVMs) for survival analysis, and compared
the prediction performance with the Cox model, RSF and SVMs using SEER and
KOTUS-BP datasets. For the model development and evaluation, three different
schemes were conducted. First, we utilized data from SEER for model development
and used data from KOTUS-BP for external evaluation. Secondly, these two datasets
were swapped by taking data from KOTUS-BP for model development and data from
SEER for external evaluation. Finally, we mixed these two datasets half and half and
utilized the mixed datasets as either a model development or a validation. We used
9,624 patients from SEER and 3,281 patients from KOTUS-BP for constructing a
prediction model and only seven covariates including age, sex, histologic differentia-
tion, adjuvant treatment, resection margin status, AJCC 8th T-stage and N-stage were
utilized due to the difference between sets of covariates in two datasets. Comparing
the three schemes for constructing survival prediction models, the performance of
Cox model, RSF and SVM is better when using mixed dataset rather than when
using unmixed dataset. When using mixed dataset, the C-index, 1-year, 2-year, and
3-year time-dependent AUCs for the Cox model were 0.644, 0.698, 0.680, and 0.687,
respectively. Similarly, the C-index, 1-year, 2-year, and 3-year time-dependent AUCs
for RSF were 0.634, 0.682, 0.668, and 0.678, respectively while those for SVM were
0.623, 0.685, 0.635, and 0.626, respectively. In conclusion, the Cox model performs
slightly better than the two machine learning methods such as RSF and SVM. This
is probably because only seven clinical variables were available for constructing the
prediction model.
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Clustering High-dimensional Microbiome Data

Sanjeena Dang (Subedi) and Wangshu Tu

The human microbiome plays an important role in human health and disease sta-
tus. Next-generation sequencing technologies allow for quantifying the composition
of the human microbiome. Clustering these microbiome data can provide valuable
information by identifying underlying patterns across samples. Here, we develop a
family of logistic normal multinomial factor analyzers (LNM-FA) by incorporating
a factor analyzer structure. The family of models is suitable for high-dimensional
microbiome data as the number of parameters in LNM-FA can be greatly reduced
by assuming that the underlying latent factors is small. Parameter estimation is done
using a computationally efficient variant of the alternating expectation conditional
maximization algorithm that utilizes variational Gaussian approximations. The pro-
posed method is illustrated using simulated and real datasets.

Keywords: cluster analysis, microbiome data, model-based clustering, high-dimensional
data, mixture model.
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Clustering Adolescent Female Physical Activity
Levels with an Infinite Mixture Model on
Random Effects

Amy LaLonde, Tanzy Love, Deborah Rohm Young, and Tongtong Wu

Physical activity trajectories from the Trial of Activity in Adolescent Girls (TAAG)
capture the various exercise habits over female adolescence. Previous analyses of
this longitudinal data from the University of Maryland field site, examined the effect
of various individual-, social-, and environmental-level factors impacting the change
in physical activity levels over 14 to 23 years of age. We aimed to understand the
differences in physical activity levels after controlling for these factors. Using a
Bayesian linear mixed model incorporating a model-based clustering procedure for
random deviations that does not specify the number of groups a priori, we find that
physical activity levels are starkly different for about 5% of the study sample. These
young girls are exercising on average 23 more minutes per day.

Keywords: bayesian methodology, markov chain monte carlo, mixture model, re-
versible jump, split-merge procedures
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Modeling Three-way RNA Sequencing Data
Using Data Transformations and Matrix-variate
Gaussian Mixture Models

Theresa Scharl and Bettina Grün

RNA sequencing of time-course experiments leads to three-way count data where
the dimensions are the genes, the time points and the biological units. Clustering
of RNA-seq data allows to detect groups of co-expressed genes over time. After
standardization, the counts of individual genes across time points and biological
units constitute compositional data. Rau and Maugis [1] propose an approach for
analyzing two-way RNA-seq data where they only have genes and time points as
dimensions or the biological units are flattened out. For two-way data, they investigate
the use of data transformations in conjunction with Gaussian mixture models. In this
work we want to extend their approach to three-way data and investigate suitable
data transformations for three-way data before clustering the data using matrix-
variate Gaussian mixture models. Finite mixtures of matrix-variate distributions are
implemented in the R package MatTransMix [2]. Using a matrix-variate Gaussian
mixture model already represents a more parsimonious model formulation than
using a Gaussian mixture model after flattening out the biological units. Additional
parsimonity may be gained by assuming that different sets of parameters are identical
across clusters, thus allowing also for an easier interpretation of the fitted model.
The proposed three-way clustering approach will be applied to RNA-seq data from
E. coli bioproduction processes and also compared to the two-way approach after
flattening out the biological units.

Keywords: model-based clustering, three-way data, rna sequencing
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Some Issues in Robust Clustering

Christian Hennig

Some key issues in robust clustering are discussed with focus on Gaussian mixture
model based clustering, namely the formal definition of outliers, ambiguity between
groups of outliers and clusters, the interaction between robust clustering and the
estimation of the number of clusters, the essential dependence of (not only) robust
clustering on tuning decisions, and shortcomings of existing measurements of cluster
stability when it comes to outliers.

Keywords: gaussian mixture model, trimming, noise component, number of clus-
ters, user tuning, cluster stability
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Assessing Common Principal Directions

David Rodríguez Vítores and Carlos Matrán Bea

In this paper we address the problem of comparing the principal axes of a covariance
matrix with other given axes. The point of view adopted is based on the problem
of optimal transport in families of location and shape, which gives rise to a very
simple relation between the variances of the corresponding components in both
bases. Our analysis includes the asymptotic behavior of the statistic involved, and
the comparison of the method with other existing proposals in the literature.

Keywords: wasserstein distance, common principal directions, multivariate analy-
sis, spectral functions.
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Robustness and Initialization Issues in Subspace
Clustering

Luis A. García-Escudero and Agustín Mayo-Iscar

Observations are often assumed to cluster around lower-dimensional affine linear
subspaces. In fact, this is one of the most frequently applied approaches when
dealing with high or moderately high dimensional clustering problems. There are
several subspace clustering approaches in the literature that attempt to find such
clusters and their associated optimal underlying subspaces.

The detrimental effect that even a few outliers can have on cluster analysis,
sometimes affecting even the correct determination of clusters, is well known. Robust
subspace clustering methods try to discover those linear subspaces while avoiding
the effect of outlying values. Detecting anomalies in the data can be an interesting
problem in itself, as well as taking advantage of the subspace clustering structure to
"reconstruct" the data prior to the data contamination process.

Some robustified subspace clustering methods, that follow from the application of
trimming principles, will be reviewed. A proportion 𝛼 of entire cases were proposed
to be trimmed in [1] and a proportion 𝛼 of individual cells were trimmed in [2]. These
approaches provide good robustness but require the specification of a trimming rate
𝛼. A proposal will be presented to determine 𝛼 based on the data.

The initialization of the iterative algorithms used to implement these trimming
procedures is one of the most critical aspects for the good performance of these
algorithms. Useful initialization strategies will also be provided.

Keywords: subspace clustering, robustness, high-dimensions
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A Likelihood Ratio Test for Choosing Input
Parameters in Robust Model Based Clustering

Luis A. García-Escudero, Agustín Mayo-Iscar, Gianluca Morelli, and Marco Riani

In the last twenty five years robust several proposals for maximum likelihood estima-
tion based on trimming and constraints have been developed. For these procedures,
consistency results have been obtained and their robustness has been justified.

There remains an open issue, when applying estimators based on the joint applica-
tion of trimming and constraints, related to choosing the number of clusters, the level
of trimming and the strength of the constraints imposed on the components’ scatter
matrices. Some exploratory tools are available to help users make these decisions
using so-called “ctlcurves”.

A new parametric bootstrap-based likelihood ratio test procedure has been devel-
oped to identify combinations of input parameters associated to the most interesting
clustering solutions. The statistical properties of this proposal and empirical evidence
on its performance when applied to artificial and real data, including contaminating
observations, will be presented.

Keywords: model based clustering, trimming, constrained estimation

Luis A. García-Escudero
Dpto. Estadística e I.O. and IMUVA, University of Valladolid, Valladolid 47011, Spain,
e-mail: lagarcia@uva.es

Agustín Mayo-Iscar
Dpto. Estadística e I.O. and IMUVA, University of Valladolid, Valladolid 47011, Spain,
e-mail: agustin.mayo.iscar@uva.es

Gianluca Morelli
Department of Economics and Management and Interdepartmental Centre of Robust Statistics,
University of Parma, Italy, e-mail: gianluca.morelli@unipr.it

Marco Riani
Department of Economics and Management and Interdepartmental Centre of Robust Statistics,
University of Parma, Italy, e-mail: mriani@unipr.it

240

lagarcia@uva.es
agustin.mayo.iscar@uva.es
gianluca.morelli@unipr.it
mriani@unipr.it


Data Clustering and Representation Learning
Based on Networked Data

Lazhar Labiod and Mohamed Nadif

To deal simultaneously with both, the attributed network embedding and clustering,
we propose a new model exploiting both content and structure information. The
proposed model relies on the approximation of the relaxed continuous embedding
solution by the true discrete clustering. Thereby, we show that incorporating an
embedding representation provides simpler and easier interpretable solutions. Ex-
periment results demonstrate that the proposed algorithm performs better, in terms of
clustering, than the state-of-art algorithms, including deep learning methods devoted
to similar tasks.

Keywords: networked data, clustering, representation learning, spectral rotation

Lazhar Labiod
Université de Paris, CNRS, Centre Borelli UMR 9010, e-mail: lazhar.labiod@u-paris.fr

Mohamed Nadif
Université de Paris, CNRS, Centre Borelli UMR 9010, e-mail: mohamed.nadif@u-paris.fr

241

lazhar.labiod@u-paris.fr
mohamed.nadif@u-paris.fr


Exploratory Graph Analysis for Configural
Invariance Assessment of a Test

Alex Cucco, Lara Fontanella, Sara Fontanella, and Nicola Pronello

Self-report survey instruments are frequently used to investigate differences between
groups of respondents, such as citizens of different nations in cross-country com-
parative analyses. In this context, a main methodological problem pertain to the
configural invariance of the measurement instrument, which holds if the latent struc-
ture has the same pattern across different groups across the groups. In this work,
to address this issue, we adopt an exploratory approach rooted in the framework of
graph theory. Specifically, considering a multi-group comparative analysis and mea-
surement instruments consisting of ordered categorical indicators, we discuss the
use of exploratory graph analysis to assess the instrument configural invariance. In
this framework, networks are used to represent latent constructs, and the covariance
between observable indicators is explained in terms of a pattern of causal interactions
between the items. Hence, we assume that if the measurement instrument functions
invariantly across the groups, the group specific correlation-based networks will be
characterised by a similar structure. The network structures are estimated through a
Bayesian approach with sparse inducing priors and network embedding will be used
to investigate the structure similarity. Through a simulation study we demonstrate
that the proposed method is able to identify the differences. Finally, the proposed
approach is applied to test the configural invariance of the Democracy Scale adopted
in the European Social Survey.

Keywords: psychometric networks, bayesian sparse modelling, dimensionality re-
duction
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An Extension of Edge Reduction for Large
Networks

Pedro Campos

In Network Science, edge reduction in graphs has been studied by several authors
for many years [2] [1]. The applications are varied, from telecommunications, to
Internet of Things (IoT), and fraud detection. In fraud detection, the objective is
to simplify the structure of networks to better identify money laundering patterns.
In most literature, edge reduction techniques are based on network structure and
link weights. In this work we use node attributes and edge attributes to reduce the
structure of large graphs, where the edges and nodes are characterized by a large
amount of features. For the reduction task we use an adaptation of Supervised PCA,
an algorithm that uses a subset of features based on their association with the outcome
([4]),but we extend the edge reduction by using a double reduction both at the levels
of nodes and edges using a double Supervised PCA (2X-SPCA). An illustrative
application of the method is made with a variant of PaySim, a Synthetic Financial
Dataset For Fraud Detection ([3]), containing more than 6 million of transactions
(the edges) between more than 2 million users (the nodes). An outcome variable -
isFraud – is used, assigning the edge to a transaction made by the fraudulent agents
inside the simulation.

Keywords: edge reduction, double supervised PCA, fraud detection
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Patterns of Cooperation for Polish Authors of
Research Publications in Economics, Business
and Medicine Areas

Urszula Cieraszewska, Paweł Lula, Magdalena Talaga, and Marcela Zembura

The analysis of the publication activity not only has great cognitive importance, but
it should be treated as an important tool supporting scientific activity management.
The authors’ attention has been directed to this aspect of scientific productivity
research, which concerns the analysis of main features of the network of cooperation
among authors and the identification of the most frequent patterns of cooperation
[1, 2].

The authors are planning to:

1. identify the type of networks in the context of random networks (Erdős - Rényi -
Gilbert model) and small-world networks (Watts–Strogatz model),

2. carry out an analysis of the structure of author teams and determine their size,
diversification of institutions and countries represented by authors and lastingness
of teams,

3. study the relationship between essential features of authors’ teams and main
measures reflecting publication significance expressed by journal prestige and
the number of citations of a given paper,

4. compare networks of authors and patterns of cooperation for economics, business
and medicine area.

The analysis will be performed using data from Scopus database describing
research publications of Polish authors working in the field of economics, business
and medicine.

Keywords: scientific productivity, patterns of cooperation, network models
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A Topological Clustering of Individuals

Rafik Abdesselam

The clustering of objects-individuals is one of the most widely used approaches to
exploring multidimensional data. The two common unsupervised clustering strate-
gies are Hierarchical Ascending Clustering (HAC) and k-means partitioning used to
identify groups of similar objects in a dataset to divide it into homogeneous groups.
The proposed Topological Clustering of Individuals, or TCI, studies a homogeneous
set of individuals-rows of a data table, based on the notion of neighborhood graphs;
the columns-variables are more-or-less correlated or linked according to whether
the variable is of a quantitative or qualitative type. It enables topological analysis
of the clustering of individual variables which can be quantitative, qualitative or a
mixture of the two. It first analyzes the correlations or associations observed between
the variables in the topological context of principal component analysis (PCA) or
multiple correspondence analysis (MCA), depending on the type of variable, then
classifies individuals into homogeneous groups relative to the structure of the vari-
ables considered. The proposed TCI method is presented and illustrated here using
a simple real dataset with quantitative variables; however, it can also be applied with
qualitative or mixed variables.

Keywords: hierarchical clustering, proximity measure, neighborhood graph, adja-
cency matrix, multivariate data analysis
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Modeling a Most Specific Generalization in
Domain Taxonomies

Zhirayr Hayrapetyan, Boris Mirkin, Susana Nascimento, trevor Fenner, and Dmitry
Frotov

We define a most specific generalization of a fuzzy set of topics assigned to leaves
of the rooted tree of a domain taxonomy. This generalization lifts the set to its
“head subject” node in the higher ranks of the taxonomy tree. The head subject is
supposed to “tightly” cover the query set, possibly involving some errors referred
to as “gaps” and “offshoots”. We develop a method to globally maximize either the
parsimony or the likelihood of a scenario involving gains and losses of the general
concept manifested in a fuzzy cluster of leaf nodes of the taxonomy. Supplemented
with fuzzy c-means clustering, this allows us to obtain meaningful generalizations
for fuzzy thematic clusters of Data Science topics using several dozen thousand
abstracts from issues of relevant research journals published from 2000 on.

Keywords: generalization, maximum parsimony, maximum likelihood, fuzzy the-
matic cluster, research tendencies
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A Proposal for Formalization and Definition of
Anomalies in Dynamical Systems

Jan Michael Spoor, Jens Weber, and Jivka Ovtcharova

Although many scientists strongly focus on anomaly detection in different appli-
cations and domains, there currently exists no universally accepted definition of
anomalies and outliers [1]. Using an approach based on control theory and dynam-
ical systems, as well as a definition for anomalies as described by philosophy of
science [2], the authors propose a generalized framework viewing anomalies as key
drivers of progress for a better understanding of the dynamical systems around us.
By mathematically defining anomalies and delimiting deviations within expectations
from completely unforeseen instances, this paper aims to be a contribution to set up
a universally accepted definition of anomalies and outliers.

Keywords: anomaly detection, outlier analysis, dynamical systems
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Unsupervised Classification of Categorical Time
Series Through Innovative Distances

Ángel López-Oriona, José A. Vilar, and Pierpaolo D’Urso

In this paper, two novel distances for nominal time series are introduced. Both
of them are based on features describing the serial dependence patterns between
each pair of categories. The first dissimilarity employs the so-called association
measures, whereas the second computes correlation quantities between indicator
processes whose uniqueness is guaranteed from standard stationary conditions. The
metrics are used to construct crisp algorithms for clustering categorical series. The
approaches are able to group series generated from similar underlying stochastic
processes, achieve accurate results with series coming from a broad range of mod-
els and are computationally efficient. An extensive simulation study shows that the
devised clustering algorithms outperform several alternative procedures proposed in
the literature. Specifically, they achieve better results than approaches based on max-
imum likelihhod estimation, which take advantage of knowing the real underlying
procedures. Both innovative dissimilarities could be useful for practitioners in the
field of time series clustering.

Keywords: categorical time series, clustering, association measures, indicator pro-
cesses
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Detecting Differences in Italian Regional Health
Services During Two Covid-19 Waves

Lucio Palazzo and Riccardo Ievoli

During the first two waves of Covid-19 pandemic, territorial healthcare systems
have been severely stressed in many countries. The availability (and complexity)
of data requires proper comparisons for understanding differences in performance
of health services. We apply a three-steps approach to compare the performance of
Italian healthcare system at territorial level (NUTS 2 regions), considering daily time
series regarding both intensive care units and ordinary hospitalizations of Covid-19
patients. Changes between the two waves at a regional level emerge from the main
results, allowing to map the pressure on territorial health services.

Keywords: regional healthcare, time series, multidimensional scaling, cluster anal-
ysis, trimmed k-means
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The Clustering Performance of a Weighted
Combined Distance Between Time Series

Margarida G. M. S. Cardoso, Ana Alexandra Martins, and João Lagarto

Recently, [1], we proposed a new dissimilarity measure between time series - COMB,
a uniform convex combination of four (normalized) distance measures: Euclidean;
Pearson correlation based; Periodogram based; and a distance between estimated au-
tocorrelation structures. In this work, we propose a method to determine the weights
of the convex combination of distances in COMB: it relies on the concordance
of clusterings obtained by each individual distance measure and COMB derived
clustering. A weighted COMB measure is thus obtained, WCOMB. We then test
the clustering performance of WCOMB vs. COMB by conducting an experimental
analysis on all the time series datasets of the UCR archive. We evaluate the concor-
dance between the clusters obtained using K-Medoids and the original classes (using
adjusted Rand index) as well as the cohesion-separation of the clusters (using the
Silhouette index). In addition, we consider a clustering application - with data from
the Portuguese Transmission System Operator, on time series of electricity con-
sumption (2014 to 2019) - to compare the performance of both methods. Significant
differences between the average Silhouette values of clusters obtained were found.
The concordance with the original classes’ structure exhibits similar performance in
both approaches. We conclude that, for unsupervised leaning, it can be worthwhile
to invest on deriving specific weights for the distances integrating COMB.

Keywords: clustering, distance measures, time series
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Dimensionality Reduction and Multivariate
Time Series Classification

Veronne Yepmo, Angeline Plaud, and Engelbert Mephu Nguifo

In this work we tackle the problem of dimensionality reduction when classifying
multivariate time series (MTS). Multivariate time series classification is a challeng-
ing task, especially as sparsity in raw data, computational runtime and dependency
among dimensions increase the difficulty to deal with such complex data.

In a recent work, a novel subspace model named EMMV (Ensemble de M-
histogrammes Multi-Vues) [1] that combines M-histograms and multi-view learning
together with an ensemble learning technique to handle the MTS classification task
was reported. The aforementioned model has shown good results when compared
to state of the art MTS classification methods. Before performing the classification
itself, EMMV reduces the dimension of the multivariate time series using correlation
analysis, and uses after that a random selection of the views. In this work, we explore
two more alternatives to the dimensionality reduction method used in EMMV, the
goal being to check the efficiency of randomness on EMMV. The first technique
named Temporal Laplacian Eigenmaps [2] comes from manifold learning and the
second one named Fractal Redundancy Elimination [3] comes from the fractal theory.
Both are nonlinear dimensionality reduction algorithms in contrast to correlation
analysis which is linear, meaning that the first cited are able to eliminate more
correlations than the latter.

We then conduct several experiments on available MTS benchmarks in order to
compare the different techniques, and discuss the obtained results.

Keywords: multivariate time series, dimensionality reduction, classification
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A Review on Official Survey Item Classification
for Mixed-Mode Effects Adjustment

Afshin Ashofteh and Pedro Campos

The COVID-19 pandemic has had a direct impact on the development, production,
and dissemination of official statistics. This situation led National Statistics Institutes
(NSIs) to make methodological and practical choices for survey collection without
the need for the direct contact of interviewing staff (i.e. remote survey data collec-
tion). Mixing telephone interviews (CATI) and computer-assisted web interviewing
(CAWI) with direct contact of interviewing constitute a new way for data collection
at the time COVID-19 crisis. This paper presents a literature review to summarize
the role of statistical classification and design weights to control coverage errors and
non-response bias in mixed-mode questionnaire design. We identified 289 research
articles with a computerized search over two databases, Scopus and Web of Science.
It was found that, although employing mixed-mode surveys could be considered as a
substitution of traditional face-to-face interviews (CAPI), proper statistical classifi-
cation of survey items and responders is important to control the nonresponse rates
and coverage error risk.

Keywords: mixed-mode official surveys, item classification, weighting methods,
clustering, measurement error
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Adaptive Fuzzy Systems in Economics and
Finance: Evaluating Interval Forecasts of
High-frequency Data

Rosangela Ballini

The forecast of the future movement of economic and financial variables assumes
a central role for the composition of portfolios, risk management, asset pricing and
investment analysis; therefore, the development of prediction methodologies is of
fundamental importance. With the recent and rapid growth in the availability of
financial information, especially at intraday frequencies, approaches to forecasting
interval time series have gained prominence in the literature, since they comprise
the construction of more informative forecasts, capable of capturing the fluctua-
tions of an asset, index or rate over the course of a transaction day, as opposed to
techniques based on one-off anticipations. In general, forecast models have some
practical limitations, such as linear structure, nonconsideration of market uncertain-
ties, restrictive hypotheses about the data, need for a large number of observations
to estimate parameters, and inadequacy for the natural treatment of interval data. To
address such limitations, fuzzy modeling has been proposed for forecasting interval
time series. Adaptive fuzzy models are nonlinear, are able to update their structure
and functionality according to data streams, and handle uncertainty from fuzzy sets.
Thus, this approach allows the dynamic treatment of complex phenomena, as well as
considering information affected by uncertainties, as is the case of financial markets.
These approaches have been applied to different economies by forecasting stock
prices, exchange rates, stock exchange indices and price volatility, as opposed to
traditional univariate and multivariate econometric methods.

Keywords: adaptive fuzzy systems, time series forecasting, high-frequency data
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The Usefulness of Selected Machine Learning
Methods for Estimating Missing Data to
Supplement Databases Used for Corporate
Bankruptcy Prediction

Barbara Pawelek and Jozef Pociecha

Socio-economic consequences of corporate bankruptcies and forecasting the risk
firms’ bankruptcy enjoys unflagging interest among researchers and practitioners.
Financial indicators that are the basis for building forecasting models very often
contain data shortages. In our previous research, we supplemented the missing
data primarily by median of a given variable, determined separately for bankrupt
and non-bankrupt firms [2]. The aim of the paper is presentation the results of
investigations on the usefulness of selected machine learning methods for estimation
values of missing data (e.g. multivariate imputation method based on random forests),
to supplement databases used for building and estimations corporate bankruptcy
prediction models. The study included three databases designed to forecast the
bankruptcy of enterprises in Poland one year, two years and three years in advance.
Various mechanisms for generating data gaps were considered [1]. Selected methods
were used to estimate missing data, such as: mean, median, k-nearest neighbors,
classification tree, multivariate imputation based on random Forests or predictive
mean matching [3], and others.

Keywords: missing data, bankruptcy prediction, machine learning
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Registration of 24-hour Accelerometric
Rest-activity Profiles and its Application to
Human Chronotypes

Erin I. McDonnell, Vadim Zipunnikov, Jennifer A. Schrack, Jeff Goldsmith, and
Julia Wrobel

By collecting data continuously over 24 hours, accelerometers and other wearable
devices can provide novel insights into circadian rhythms and their relationship
to human health. Existing approaches for analyzing diurnal patterns using these
data, including the cosinor model and functional principal component analysis,
have revealed and quantified population-level diurnal patterns, but considerable
subject-level variability remained uncaptured in features such as wake/sleep times
and activity intensity. This remaining informative variability could provide a bet-
ter understanding of chronotypes, or behavioral manifestations of one’s underlying
24-hour rhythm. Curve registration, or alignment, is a technique in functional data
analysis that separates “vertical" variability in activity intensity from “horizontal"
variability in time-dependent markers like wake and sleep times; this data-driven ap-
proach is well-suited to studying chronotypes using accelerometer data. We develop
a parametric registration framework for 24-hour accelerometric rest-activity profiles
represented as dichotomized into epoch-level states of activity or rest. Specifically,
we estimate subject-specific piecewise linear time-warping functions parametrized
with a small set of parameters. We apply this method to data from the Baltimore
Longitudinal Study of Aging and illustrate how estimated parameters give a more
flexible quantification of chronotypes compared to traditional approaches.

Keywords: functional data analysis, alignment, clustering
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Functional Data from Wearable Devices: a
Review

Nihan Acar-Denizli and Pedro Delicado

With the recent development of sensor and information technologies, it is more and
more common to collect data obtained from people by sensors or wearable devices
in a continuous an automatic way, to which we refer as wearable device data. Mobile
phones have sensors and accelerometers measuring from the number of steps that
we have walk daily to our instantaneous stress level. In healthcare there are wearable
devices that measure the amount of oxygen in the blood, the electrical activity of the
heart over time and the concentration of glucose in blood. See [2].

Since wearable device data are usually continuous, time-dependent, and has high
volume, Functional Data Analysis (FDA) are suitable for them. Through an exhaus-
tive literature revision, here we explore the possibilities that FDA offers as a generic
methodology for analyzing wearable device data. In particular, we identify relevant
problems in wearable data that can be approached using FDA, and we document open
access datasets that can be used as benchmarks in posterior research on functional
data coming from wearable devices.

As an example, in [1] data come from a clinical trial evaluating the beneficial
effects of quinoa consumption on prediabetic subjects, which were monitored during
8 weeks with FreeStyle Libre (a sensor applied to the back of the upper arm of subjects
that records the data on glucose concentration every 15 minutes). The glucose values
corresponding to the breakfast (from minute -30’ to +120’) were considered the
functional response in a functional regression model fitted to measure the effect on
glucose curves of diet type (rich in quinoa or not) and nutrient intakes.

Keywords: accelerometer, glucose level curve, remote patient monitoring
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A Wavelet-mixed Effect Landmark Model for the
Effect of Potassium and Biomarkers Profiles on
Survival in Heart Failure Patients

Caterina Gregorio, Giulia Barbati, and Francesca Ieva

Statistical methods to study the association between a longitudinal biomarker and the
risk of death are a very relevant problem for the long-term monitoring of biomarkers.
In this context, sudden crises can cause the biomarker to undergo very abrupt changes.
Although these oscillations are typically short-term, they often contain relevant
prognostic information. We propose a method that couples a linear mixed-model
with a wavelet smoothing to extract both the long-term component and the short-
term oscillations of the individual longitudinal biomarker profiles, and describe them
as functional data.

We then use them as predictors in a landmark model to study their association
with the risk of death. To illustrate the method, we use clinical application which
motivated our work, i.e. the monitoring of potassium and related biomarkers in Heart
Failure patients. The dataset consists of real-world data coming from the integration
of Administrative Health Records and Outpatient and Inpatient Clinic E-chart from
Trieste (Italy).

Our method not only allows us to identify the short-term oscillations, but also
reveals their prognostic role, according to their duration, demonstrating the impor-
tance of including them in the modeling. Compared to other state of the art methods
(e.g., landmark analyses and joint models), our proposal archives higher predictive
performances. Our analysis has also an important clinical implications, since it al-
lows us to derive a dynamic score that can be used in clinical practice to assess the
risk related to an observed patient’s potassium trajectory and then tune the actual
drug therapy she/he has to undergo.

Keywords: mixed-effect models, landmark survival analysis, time-dependent co-
variates, functional data, heart failure
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True Sparsity Approaches in Classification via
Conic Optimization

Immanuel M. Bomze and Bo Peng

Pursuing sparsity is an important issue in all classification tasks, in particular in view
of the nowadays increasing popular move towards explainable machine learning.
Here we address this quest by linking the exact sparsity term/zero norm

∥x∥0 = number of nonzero 𝑥𝑖 ’s

to copositive optimization. We present a novel, purely continuous model, which
avoids any branching or use of large constants in implementation. The resulting model
is a (nonconvex) quadratic optimization problem with complementarity constraints.
We show that the copositive formulation is exact under mild conditions involving
only the constraints, not the (classifying criterion) objective, and discuss strong
duality to ensure tight bounds. The covered problem class includes sparse least-
squares regression under linear constraints as well. Numerical comparisons between
our method and other approximations are reported from the perspective of criterion
value.

Keywords: sparse classifier, constrained least squares, conic optimization
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Creating Homogeneous Sectors: Criteria and
Applications of Sectorization

Cristina Lopes, Maria Margarida Lima, Elif Göksu Öztürk, Ana Maria Rodrigues,
Ana Catarina Nunes, Cristina Oliveira, José Soeiro Ferreira, and Pedro Filipe Rocha

Sectorization is the process of grouping a set of previously defined basic units
(points or small areas) into a fixed number of sectors. Sectorization is also known
in the literature as districting or territory design [1], and is usually performed to
optimize one or more criteria regarding the geographic characteristics of the territory
and the planning purposes of sectors. The most common criteria are equilibrium,
compactness and contiguity, which can be measured in many ways [2].

Sectorization is similar to clustering but with a different motivation. Both aggre-
gate smaller units into groups. But, while clustering strives for inner similarity of
data, sectorization aims at outer homogeneity [1]. In clustering, groups should be
very different from each other, and similar points are classified in the same cluster.
In sectorization, groups should be very similar to each other, and therefore very
different points can be grouped in the same sector.

We classify sectorization problems into four types: basic sectorization, sector-
ization with service centers, resectorization, and dynamic sectorization. A Decision
Support System for Sectorization, D3S, is being developed to deal with these four
types of problems. Multi-objective genetic algorithms were implemented in D3S
using Python, and a user-friendly web interface was developed using Django. Sev-
eral applications can be solved with D3S, such as political districting, sales territory
design, delivery service zones, and assignment of fire stations and health services to
the population.

Keywords: sectorization, clustering, decision support system, optimization
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MARGOT: a Maximum MARGin Optimal
Classification Tree

Federico D’Onofrio, Marta Monaci, Giorgio Grani, and Laura Palagi

In recent years there has been a growing attention to machine learning models which
are able to give explanatory insights on the decisions made by the algorithm. Thanks
to their interpretability, decision trees have been intensively studied for classification
tasks, and, due to the remarkable advances in mixed-integer programming (MIP),
various approaches have been proposed to formulate the Optimal Classification Tree
(OCT) problem as a MIP model starting from the seminal paper [2]. We present
a novel MIQP formulation for binary classification using OCT and exploiting the
generalization capabilities of Support Vector Machines. The maximum MARGin
Optimal Classification Tree (MARGOT) selects at each node of the decision tree a
maximum margin separating hyperplane using an ℓ2-norm linear SVM (see e.g. [1]
and references therein). The resulting model combines such multivariate hyperplanes
minimizing the global misclassification error. The model can also include feature
selection constraints, following e.g. [3], which allows to define a hierarchy on the
subsets of features which mostly affect the outcome. MARGOT has been tested on
non-linearly separable synthetic datasets in a 2-features space in order to provide
a graphical representation of the optimal hyperplanes. Finally, MARGOT has been
tested on benchmark datasets from the UCI repository.

Keywords: support vector machines, optimal decision trees, mixed integer quadratic
programming
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Multivariate Mapping of Soil Organic Carbon
and Nitrogen

Stephan van der Westhuizen, David P. Hofmeyr, and Gerard B.M. Heuvelink

Soil maps, which can be effectively produced with statistical models in digital
soil mapping (DSM), contain vital information on the spatial distribution of soil
properties which are used in fields such as water- and land management and climate
studies [1]. Soil maps are usually produced in a univariate manner, that is, each map
is produced independently and therefore, when multiple soil properties are mapped
the underlying covariance structure between these soil properties is ignored. This
may lead to inconsistent soil maps, for example, organic carbon and nitrogen maps
produced independently may show unrealistic carbon-nitrogen ratios. The latter is
important as these ratios are used by map users to obtain information on residue
decomposition and the nitrogen cycle in the soil. In the last decade the production of
soil maps with machine learning models has become increasingly popular as these
models are able to quantify complex non-linear relationships between a soil property
and the environmental covariates. However, producing soil maps with multivariate
machine learning models is still lacking and requires much investigation in DSM. In
this talk we present the simultaneous mapping of soil organic carbon and nitrogen for
the region consisting of Belgium, The Netherlands, Luxembourg, and Germany. The
simultaneous mapping is performed with a multivariate random forest model [2],
and we compare this model to that of two separate univariate random forest models.

Keywords: random forest, digital soil mapping, multivariate analysis, machine
learning
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Spatial Configuration of Fire Stations in
Portugal

Regina Bispo, Clara Yokochi, Francisca G. Vieira, Nádia Bachir, Pedro
Espadinha-Cruz, José Pedro Lopes, Alexandre Penha, Marta Belchior Lopes, Filipe
J. Marques, João Paulo Rodrigues, and António Grilo

Fire stations (FS) provide a global emergency response to non-fire incidents, e.g.,
vehicle crashes. Urban fires are nonetheless one of the most frequent types of occur-
rences and sources of property damage that may lead to severe losses. This severity is
linked to the characteristic higher population densities and larger building agglomer-
ations in urban centers. In Portugal, FS are very non-uniformly spatially distributed
between municipalities both in terms of number and geographical location. Since the
spatial configuration of fire stations may considerably influence the effectiveness of
the provided services, national and regional governments need research-based advice
on how many and where to establish firefighting facilities. Hence, based on informa-
tion regarding urban and rural fires and vehicle crashes occurrences, this study aimed
at estimating the number of FS per municipality by fitting a Poisson regression while
accounting for spatial dependence. In addition, an unsupervised machine learning
clustering approach was used to assess the adequacy and efficiency of FS locations,
aiming to minimize the distance or the arrival time to the incidents.

Keywords: fire, fire stations, Poisson regression, 𝑘-means
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Spatio-temporal Variability of Distribution and
Abundance of Sardine in Portuguese
Continental Coast: Environmental Effects

Daniela Silva, Raquel Menezes, Ana Moreno, Ana Teles-Machado, and Susana
Garrido

Scientific tools capable of identifying the distribution patterns of species are im-
portant as they contribute to improve knowledge about biodiversity and species
abundance, to make sustainable management decisions and conserve biodiversity.
This study aims to estimate the spatio-temporal distribution of sardine (Sardina
pilchardus, Walbaum 1792) in the Western Iberian waters and Gulf of Cadiz, relating
the spatio-temporal variability of biomass indicator with the environmental condi-
tions. Acoustic data was collected during Portuguese spring acoustic (PELAGO)
surveys conducted by the Portuguese Institute for Sea and Atmosphere (IPMA) over
a total of 19920 hauls from 2000 to 2020 (gap in 2012). Daily environmental data was
obtained for the region and time of study, particularly satellite derived sea surface
temperature, chlorophyll-a concentration, bathymetry, and intensity and direction of
ocean currents. Species Distribution Models are investigated to relate sardine pres-
ence/absence and biomass with the environmental conditions, aiming at predicting
sardine distribution in unobserved locations and for the unobserved year of 2012.
The hurdle Bayesian models become suitable since they allow to incorporate the
specificities of the data: complex spatio-temporal dynamics, excess of zeros, and
the difference between the occurrence and biomass under occurrence processes. The
hurdle model is a two-part model such that species biomass is given by the product
of these two processes. In addition to considering the spatio-temporal structure, the
impact of the covariates with a time lag on biomass indicator is evaluated using a
kernel gaussian function. Data from the west and south Iberian coasts are studied
separately due to the shape of the coast and the different oceanographic conditions.

Keywords: environmental effects, geostatistics, hurdle model, sardina pilchardus,
species distribution model
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Time Resolved Feature Importance of a
Biopharmaceutical Purification Process Using
Permutation Based Methods

Matthias Medl, Theresa Scharl, Astrid Dürauer, and Friedrich Leisch

Real-time monitoring of critical process parameters of biotechnological processes
is a major step towards quality-by-design in the production of biopharmaceuticals.
The emergence of novel monitoring devices has resulted in the accumulation of
complex high-dimensional data. Recently, statistical models capable of predicting
critical process parameters online -e.g. the product or impurity concentration- have
been developed. However, to generate these models the variable space has been
reduced manually based on expert knowledge. This presents a problem as (a) expert
knowledge is not always available, especially for novel technologies, (b) experts
might overlook important variables and (c) the importance of some variables might
be unknown in general. Therefore, we propose a deep learning framework capable
of predicting critical process parameters of a biopharmaceutical purification process
based on the whole high-dimensional variable space (>1400 variables). To achieve
this, a neural network architecture consisting of two parallel strands that are concate-
nated at the end has been developed. One strand consists of fully connected layers
and takes standalone variables -e.g. pH, conductivity- as input, while the other strand
consists of convolutional layers and utilizes whole Fourier transform infrared spectra
as input. Using this method, the model itself learns, which variables contain useful
information or not. By determining the variable importances with the model, (a)
previously unknown correlations and patterns can be identified to gain further un-
derstanding about the underlying mechanics of the purification process and (b) more
accurate models can be generated that utilize all informative variables available.

Keywords: deep learning, variable importance, permutation, bioprocess
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Off-target Predictions in CRISPR-Cas9 Gene
Editing Using Machine Learning

Ali Mertcan Kose and Ozan Kocadağlı

Recently, CRISPR (Clustered Regularly Interspaced Short Palindromic Repeated)
applications widely appear in gene editing for treatment of cancer. Therefore,
CRISPR Cas-9 system is a robust method for effectively editing the genome of
cell. CRISPR locus is composed of DNA in genes located on cell. DNA/Target se-
quence occurs 23 endonucleases. Off/on- target sequence are diagnosed with match-
ing between endonucleases and Guide RNA. The prediction of off-target mutations
in CRISPR-Cas9 is a hot topic because of its relevance to gene editing research.
In literature,Off/on target levels are often evaluated by CFD/MIT scores in terms
of binary classification. Instead of those scores, determining more than 2 classes
by the latent class analysis (LCA)in the pre-processing step helps to interpret, and
classify more accurately. In this study, a benchmark dataset that consists of Human
(Homo-sapiens) - (GRCh37/hg19) + SNPs: 10000 Genomes, ExaC was used. In the
analysis, LCA produced three significant classes related to the off-target scores over
benchmark dataset. These classes are identified as high (7.1%), middle (86.5%),
low (6.4%). Afterwards, the estimated off-target scores were modeled by machine
learning methods such as Xgboost, SVM, ANN and decision trees etc. where the
benchmark dataset was partitioned by 10-fold cross-validation procedure. The anal-
ysis results figure out the effect of locus structures and mismatching positions on the
off-target.The best model is Xgboost with accuracy(AUC=100%).

Keywords: latent class analysis, machine learning, CRISPR, off target scoring
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Comparison of k-mer and Alignment-based
Pre-processing Approaches for Machine
Learning Based Functional Annotation with 16S
rRNA Data

Rafal Kulakowski, Adi Lausen, Etienne Low-Decarie, and Berthold Lausen

Over the last few decades, the continuing advancements in Next-Generation-
Sequencing technologies provided new opportunities to obtain large volumes of
biological sequence data from uncultured environments. Moreover, continuing ef-
forts to store labelled RNA, DNA and protein sequences have opened opportunities
to implement Machine Learning (ML) techniques and build predictive tools that can
estimate key characteristics of sequenced environments. Traditionally, processing
of biological sequences for comparative analysis involved implementing sequence
alignment techniques. However, alignment algorithms have high computational costs
that scale non-linearly with the number of sequences. Moreover, current Multiple
Sequence Alignment methods produce a representation of data, where a format of
each sequence is heavily dependent on other most similar sequences in the current
set, making any subsequently trained predictive model unstable.
Our investigation focused on identifying scalable and effective data pre-processing
techniques for the series of functional annotation tasks using 16S rRNA data [1]. To
this end, we tested the use of a pairwise-alignment pre-processing technique, which
we then compared to an alignment-free, k-mer based method. Additionally, we ex-
amined whether combining both techniques improves the accuracy of ML classifiers.
The results of our experiments showed that the k-mer frequencies provide the most
favourable set of features for these problems.
Keywords: sequence alignment, k-mer, feature engineering, functional annotation,
classification
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An Ultrametric Model for Clustering and
Dimensionality Reduction

Giorgia Zaccaria

The study of multidimensional phenomena is currently growing with the complexity
of the reality, raising the need for methodologies to explore the relationships between
their many facets. Multidimensional phenomena are often explained by nested latent
concepts ordered in a hierarchical, tree structure, whose characterization can differ
in heterogeneous populations. In this work, a new parsimonious parameterization
of the covariance matrix able to pinpoint a hierarchical structure on variables is
proposed, and implemented into a Gaussian Mixture Model (GMM). The proposal
is based upon the definition of an ultrametric matrix [2], which is one-to-one
associated with a hierarchy of latent concepts. Its implementation into a GMM aims,
on one hand, at introducing a new parsimonious GMM with a reduced number of
parameters and, on the other hand, at identifying a different characterization of the
phenomenon under study for each component (subpopulation) of the mixture. With
respect to the existing parsimonious parameterizations of the component covariance
structure, e.g., the eigen-decomposition [2] and the decomposition based on Factor
Analysis [1], the ultrametric GMM works particularly well in situations where a
hierarchy over variables can be identified. Nonetheless, the proposal shows good
performance also when a general (non-hierarchical) covariance structure is assumed
for the data. The application of the proposal to real data concerning well-being and a
benchmark data set illustrates its potentials to explore multidimensional phenomena
in a heterogeneous population.

Keywords: ultrametric models, parsimonious parameterization, model-based clus-
tering, hierarchy of latent concepts
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Combining Latent Class Analysis and Multiple
Correspondence Analysis

Alice Barth

Both Latent Class Analysis (LCA) and Multiple Correspondence Analysis (MCA)
are analysis methods to find patterns in complex categorical data tables. LCA aims
at representing heterogeneity in the observed data by estimating internally homoge-
neous groups (the latent classes). It can thus be understood as a probability-based
clustering approach. MCA is a scaling method that reduces the dimensionality of
a multi-way frequency table. As such, it is an extension of simple correspondence
analysis (CA) for two-way frequency tables. Both CA and MCA are often used to
visualize relations in a lower-dimensional space. Several possibilities of combining
LCA and correspondence analysis have been discussed. Some authors use MCA as
a diagnostic tool to select variables which are subsequently used in an LCA. Others
propose to visualize results from an LCA using CA [1].
In this presentation, a different approach is discussed: the projection of LCA results
as passive variables into a two-dimensional space created by MCA, using the example
of relations between attitudes towards migration and socio-demographic character-
istics in Germany (World Values Survey Round 7, 2017). First, latent structures in
attitudes towards migration are estimated based on eight items such as "immigration
in your country increases unemployment" with answer options "agree", "disagree"
and "hard to say". Information criteria indicate a four-class-solution. Second, a "so-
cial space" is constructed via MCA. Here, socio-demographic characteristics such
as gender, highest educational qualification, occupational group and size of town of
residence are used. The association of latent class membership with certain socio-
demographic characteristics is assessed by projecting the categories of the latent
class variable (modal posterior probabilities) into the two-dimensional MCA solu-
tion. Further, possibilities of preserving information on individuals’ probabilities of
class membership in this approach are discussed.

Keywords: categorical data, latent class analysis, correspondence analysis
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Simultaneous Factorial Reduction and
Clustering for Three-mode Data Sets: a
Comparison

Prosper Ablordeppey, Adelaide Freitas, Maurizio Vichi, and Giorgia Zaccaria

Two iterative techniques, called T3Clus and 3Fkmeans, aimed at a simultaneous
clustering of objects and a factorial dimensionality reduction of variables and oc-
casions on three-mode data sets, as well as a combination of these two procedures
were proposed in [1]. In each iteration, T3Clus (3Fkmeans) is based on a sequential
application of the Tucker2 algorithm and the k-means algorithm (vice versa). We
have implemented the three simultaneous methods in Python. In this work, applica-
tions on real data sets are presented to show the features of these three simultaneous
methods when compared with tandem analyses which can be executed in two dif-
ferent ways. In a tandem analysis only one sequential application of clustering and
factorial methodologies is performed.

Keywords: three-mode data, clustering, factorial dimensionality reduction
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Clustering Intensive Longitudinal Data Through
Mixture Multilevel Vector-autoregressive
Modeling

Anja Ernst, Marieke Timmerman, Feng Ji, Bertus Jeronimus, and Casper Albers

Experience sampling methodology is increasingly used in the social sciences to
analyze individuals’ emotions, thoughts and behaviors in everyday-life. The re-
sulting intensive longitudinal data is often analyzed with the objective to describe
the inter-individual differences that are present within it. To accommodate inter-
individual differences to a greater extent than previously possible, a mixture mul-
tilevel vector-autoregressive model is proposed. This model combines a mixture
model at level 2 (individual level) with a multilevel vector-autoregressive model [1]
that describes the dynamic fluctuations present at level 1 (time-point level). This
exploratory model identifies mixture components of individuals who exhibit similar
overall means, autoregressions, and cross-regressions. Within each mixture compo-
nent, multilevel coefficients allow additionally for within-component variation on
these vector-autoregressive coefficients. The advantage of exploratory identifying
mixture components and accounting for within-component variation is demonstrated
on data from the COGITO study. This data contains samples of individuals from
disparate age groups of over 100 individuals each.

Keywords: model-based clustering, time series analysis, applications in social sci-
ences
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Mispecification Tests for Hidden Markov Models
Based on a New Class of Finite Mixture Models

Francesco Bartolucci, Silvia Pandolfi, and Fulvia Pennoni

In the context of longitudinal data, we show that a general class of hidden Markov
(HM, [1]) models may be equivalent to a class of finite mixture (FM, [3]) models
based on an augmented set of components and suitable constraints on the conditional
response probabilities, given these components. We formulate a misspecification test
for the latent structure of an HM model comparing maximum likelihood values of
the two models for the same data, and when the number of possible latent state
sequences is excessive, we propose a multiple version of this test including the
Bonferroni correction. The procedure is simple since it is based on the output
of the Expectation-Maximization estimation algorithm [2]. The properties of this
testing procedure are evaluated through a simulation study. An empirical application
illustrates it through data from the National Longitudinal Survey of Youth, in which
we jointly consider wages and years of experience after labour force entry. We show
that the proposed testing procedure may also be used as an alternative model selection
criterion for the number of latent states of an HM model to those usually employed.

Keywords: expectation-maximization algorithm; likelihood ratio test; model selec-
tion; multiple testing
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Natural Cubic Smoothing Splines for Latent
Class Identification in Longitudinal Growth
Trajectories

Katerina M. Marcoulides and Laura Trinchera

Latent growth curve modeling is regularly used to examine intra-individual changes
over time, inter-individual differences in intra-individual changes over time, as well
as a variety of other intra- and inter-individual disparities over time. In such models,
the growth trajectories are usually modeled as linear functions. However, nonlinear
patterns of change over time are quite common in social and behavioral science
research. Recently Marcoulides and Khojasteh [2] proposed to use natural cubic
smoothing splines to analyze non-linear longitudinal data. This approach has the
main advantage of avoiding knot selection when using splines and avoids imposing
overly restrictive assumptions that other non-linear modeling approaches often re-
quire. One limitation is that all the sampled individuals in a given longitudinal study
are assumed to rise from a single population. Traditional growth mixture modeling
methods are useful when analyzing such samples with unobserved heterogeneity,
though they still assume the growth trajectories to be the same for all individuals
within a latent class.[1]. During our presentation we will discuss a novel approach
that uses derivatives of individual natural cubic smoothing spline functions and then,
following some recent work by Marcoulides and Trinchera [3], applies a hierarchi-
cal clustering algorithm to group or cluster individuals who follow similar growth
trajectory patterns without requiring to define the number of classes a priori.

Keywords: unobserved heterogeneity, SEM, latent class detection
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Supervised Classification via Neural Networks
for Replicated Point Patterns

Kateřina Pawlasová, Iva Karafiátová, and Jiří Dvořák

A spatial point pattern is a collection of points observed in a bounded region of R𝑑 ,
𝑑 ≥ 2. Individual points represent, e.g., observed locations of cell nuclei in a tissue
(𝑑 = 2) or centers of undesirable air bubbles in industrial materials (𝑑 = 3). The main
goal of this paper is to show the possibility of solving the supervised classification
task for point patterns via neural networks with general input space [3]. To predict
the class membership for a newly observed pattern, we compute an empirical esti-
mate of a selected functional characteristic (e. g., the pair correlation function). Then,
we consider this estimated function to be a functional variable that enters the in-
put layer of the network. A short simulation example illustrates the performance
of the proposed classifier in the situation where the observed patterns are gener-
ated from two models with different spatial interactions. In addition, the proposed
classifier is compared with convolutional neural networks [1] (with point patterns
represented by binary images) and kernel regression. Kernel regression classifiers
for point patterns have been studied in our previous work [2], and we consider them
a benchmark in this setting.

Keywords: spatial point patterns, pair correlation function, supervised classifica-
tion, neural networks, functional data
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Reliability Assessment of Ancient Stone Arch
Bridge Applying ANN models, Case Study: Leça
Railway Bridge

Edward A. Baron, Ana Margarida Bento, José Campos e Matos, Rui Calçada, and
Kenneth Gavin

In many areas of engineering, surrogate models are used to replace traditional meth-
ods of obtaining data and evaluating the performance of engineering outcomes.
However, the investment in computation time using analytical models is, in some
cases, impractical (a simulation could take minutes, hours, or even days). This is
the case for the structural assessment field, where the construction of approximation
models to predict the performance by generating a relationship between the analyzed
parameters (inputs and outputs) is recommended. The main objective of this inves-
tigation is to evaluate a surrogate model into a developed data set of a bridge case
study. In this sense, the data set will be generated by using a finite element model
to consider structural uncertainties to compute the ultimate load-carrying capacity.
Thus, based on the data set, a mathematical function will be derived to compute
failure probabilities through statistical analysis [1].

Keywords: ancient bridge, neural network, probability of failure, reliability index
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Application of Artificial Intelligence (AI) in
Flood Risk Forecasting

Minh Quang Tran, Ana Margarida Bento, Elisabete Teixeira, Hélder Sousa, and
José Campos e Matos

Floods are the most serious natural disasters currently, directly affecting people’s
daily lives and causing many serious effects. The number of annual floods is increas-
ing with different intensity in several locations [1]. The sustainable development of
people, critical infrastructure, the economy and society will be severely affected if
no preventive or countermeasures are taken [2]. With the goal of minimizing damage
by providing effective flood prevention and response solutions, forecasting requires
high accuracy and long forecasting time. However, recently, along with the powerful
development of computer science, big data and the development history of soci-
ety, artificial intelligence (AI) tools have the potential to perform this challenging
task more accurately and faster than traditional methods, as highlighted in Pham et
al. [3]. This investigation presents the application of AI in a comprehensive flood
risk forecasting methodology, with the potential to provide a useful tool for flood
management and definition of mitigation measures in urban areas, as well as for
assisting in catastrophic events prevention.

Keywords: artificial intelligence (AI), flood events, predictive model
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Logistic Regression with Sparse Common and
Distinctive Covariates

Soogeun Park, Eva Ceulemans, and Katrĳn Van Deun

Having large sets of predictor variables from multiple sources concerning the same
individuals is becoming increasingly common in research. On top of the variable
selection problem, predicting the category in which the observations belong to
using such data gives rise to an additional challenge of identifying the processes
at play underneath the predictors. These processes are of particular interest in the
setting of multi-source data because they can either be associated individually with
a single data source or jointly with multiple sources. Although many methods have
addressed the classification problem in high dimensionality, the additional challenge
of distinguishing such underlying predictor processes from multi-source data has not
received sufficient attention. To this end, we propose the method of Sparse Common
and Distinctive Covariates Logistic Regression (SCD-Cov-logR). The method is a
multi-source extension of principal covariates regression (PCovR) [1] that combines
with generalized linear modeling framework to allow classification of a categorical
outcome. PCovR is a dimension reduction method that extracts components that
explain the xvariance in both predictor and outcome variables. In a simulation study,
SCD-Cov-logR resulted in outperformance compared to related methods commonly
used in behavioural sciences. We also demonstrate the practical usage of the method
under an empirical dataset.

Keywords: dimension reduction, logistic regression, multiblock data, principal co-
variates regression
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Accuracy Measures for Binary Classification
Based on Quantitative Group Tests

Rui Santos, João Paulo Martins, and Miguel Felgueiras

Classification of a large number of individuals using individual tests can be expensive
and time-consuming. Hence, taking a sample from different individuals and mixing
it into a homogeneous fluid (the pooled sample) may be a methodology to be taken
into account. Based on quantitative group testing, different classification procedures
can be performed to save resources, although the probability of misclassification
may increase due to the dilution of the discriminant substance in the pooled sample.
In this work, the specificity (𝜑

𝑒
) and sensitivity (𝜑

𝑠
) of a classification methodology

based on quantitative group tests are used to create a ROC curve which depends on the
sensitivity and specificity from individual and group tests (i.e., from the cut-off points
applied in the individual and in the group tests), as well as on the group size. These
ROC curves are applied to assess the reliability of classification of some method-
ologies based on quantitative group tests. The results were computed by simulation
using populations with 106 individuals, different distributions for the discriminant
substance (Gaussian, Weibull, Pareto, Lévy, among others) setting different measures
for the quality of the individual tests 𝜑

𝑠
= 𝜑

𝑒
∈ {0.99, 0.95, 0.9, 0.8, 0.7}, prevalence

rates 𝑝 ∈ {0.001, 0.005, 0.01, 0.05, 0.1} and group sizes 𝑛 ∈ {2, 5, 10, 20, 50, 100}.
In some cases, it is possible to almost maintain the accuracy of the individual test
and achieve a significant gain in efficiency.

Keywords: classification, dilution effect, group test, Roc curve, simulation
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Exploiting Pareto Density Estimation for
Nonparametric Naïve Bayes Classifiers

Quirin Stier and Michael C. Thrun

In parametric Naïve Bayes classifiers, a variety of class conditional distributions
are defined if prior knowledge about the structures in data is given. Otherwise,
likelihood estimation is performed via kernel density estimation in non-parametric
Naïve Bayes classifiers. However, our previous work showed that Pareto density
estimation (PDE) [1] outperforms other density estimation methods available in R
and Python, because conventional methods pose several problems when estimating
distributions that have clipped data or are uniform, multimodal or skewed [1]. In
contrast, PDE is particularly suitable for discovering structures in continuous data
and allows for the discovery of mixtures of Gaussians [2]. This work proposes a
non-parametric Naïve Bayes classifier called PDEbayes that estimates the likelihood
per class via PDE. It is compared with a non-parametric Naïve Bayes classifier
available on CRAN called naivebayes on a range of artificial datasets of the FCPS
(𝑁 = 1000 samples) [3]. Moreover, a real-world dataset is used which consists of
patients with either a positive B-Non-Hodgkin lymphoma (B-NHL) or a negative
B-NHL diagnosis for which no prior knowledge about the distributions is available.
PDEbayes outperforms the Naïve Bayes classifier on FCPS datasets slightly and on
the real-world dataset significantly with a precision of 86% and recall of 85% for
PDEbayes, 82% and 76% for naivebayes for 𝑁 = 19135 testdata patients.

Keywords: kernel density estimation, Bayes, classification
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